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Forewords

Foreword by the Editor in Chief

The field of human language technology covers a broad range of activities with the
eventual goal of enabling people to communicate with machines using natural commu-
nication skills. Research and development activities include the coding, recognition,
interpretation, translation, and generation of language.

The study of human language technology is a multidisciplinary enterprise, requir-
ing expertise in areas of linguistics, psychology, engineering and computer science.
Creating machines that will interact with people in a graceful and natural way using
language requires a deep understanding of the acoustic and symbolic structure of lan-
guage (the domain of linguistics), and the mechanisms and strategies that people use to
communicate with each other (the domain of psychology). Given the remarkable abil-
ity of people to converse under adverse conditions, such as noisy social gatherings or
band-limited communication channels, advances in signal processing are essential to
produce robust systems (the domain of electrical engineering). Advances in computer
science are needed to create the architectures and platforms needed to represent and
utilize all of this knowledge. Collaboration among researchers in each of these areas is
needed to create multimodal and multimedia systems that combine speech, facial cues
and gestures both to improve language understanding and to produce more natural and
intelligible speech by animated characters.

Human language technologies play a key role in the age of information. Today,
the benefits of information and services on computer networks are unavailable to those
without access to computers or the skills to use them. As the importance of interac-
tive networks increases in commerce and daily life, those who do not have access to
computers or the skills to use them are further handicapped from becoming productive
members of society.

Advances in human language technology offer the promise of nearly universal ac-
cess to on-line information and services. Since almost everyone speaks and under-
stands a language, the development of spoken language systems will allow the average

Xi
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person to interact with computers without special skills or training, using common de-
vices such as the telephone. These systems will combine spoken language understand-
ing and generation to allow people to interact with computers using speech to obtain
information on virtually any topic, to conduct business and to communicate with each
other more effectively.

Advances in the processing of speech, text and images are needed to make sense of
the massive amounts of information now available via computer networks. A student’s
query: “Tell me about global warming,” should set in motion a set of procedures that
locate, organize and summarize all available information about global warming from
books, periodicals, newscasts, satellite images and other sources. Translation of speech
or text from one language to another is needed to access and interpret all available
material and present it to the student in her native language.

This book surveys the state of the art of human language technology. The goal of
the survey is to provide an interested reader with an overview of the field—the main
areas of work, the capabilities and limitations of current technology, and the technical
challenges that must be overcome to realize the vision of graceful human computer
interaction using natural communication skills.

The book consists of thirteen chapters written by 97 different authors. In order to
create a coherent and readable volume, a great deal of effort was expended to provide
consistent structure and level of presentation within and across chapters. The editorial
board met six times over a two-year period. During the first two meetings, the structure
of the survey was defined, including topics, authors, and guidelines to authors. During
each of the final four meetings (in four different countries), each author’s contribution
was carefully reviewed and revisions were requested, with the aim of making the survey
as inclusive, up-to-date and internally consistent as possible.

This book is due to the efforts of many people. The survey was the brainchild of
Oscar Garcia (then program director at the National Science Foundation in the United
States), and Antonio Zampolli, professor at the University of Pisa, Italy. Oscar Gar-
cia and Mark Liberman helped organize the survey and participated in the selection of
topics and authors; their insights and contributions to the survey are gratefully acknowl-
edged. | thank all of my colleagues on the editorial board, who dedicated remarkable
amounts of time and effort to the survey. | am particularly grateful to Joseph Mariani
for his diligence and support during the past two years, and to Victor Zue for his help
and guidance throughout this project. | thank Hans Uszkoreit and Antonio Zampolli
for their help in finding publishers. The survey owes much to the efforts of Vince
Weatherill, the production editor, who worked with the editorial board and the authors
to put the survey together, and to Don Colton, who indexed the book several times and
copyedited much of it. Finally, on behalf of the editorial board, we thank the authors of
this survey, whose talents and patience were responsible for the quality of this product.

The survey was supported by a grant from the National Science Foundation to Ron
Cole, Victor Zue and Mark Liberman, and by the European Commission. Additional
support was provided by the Center for Spoken Language Understanding at the Oregon
Graduate Institute and the University of Pisa, Italy.

Ron Cole
Poipu Beach
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Kauii, Hawaii, USA
January 31, 1996
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Foreword by the Former Program Manager of the Na-
tional Science Foundation

This book is the work of many different individuals whose common bond is the love
for the understanding and use of spoken language between humans and with machines.
I was fortunate enough to have been included in this community through the work of
one of my students, Alan Goldschen, who brought to my attention almost a decade ago
the intriguing problem of lipreading. Our unfinished quest for a machine which could
recognize speech more robustly via acoustic and optical channels was my original mo-
tivation for entering the wide world of spoken language research so richly exemplified
in this book.

I have been credited with producing the small spark which began this truly joint in-
ternational work via a small National Science Foundation (NSF) award, and a parallel
one abroad, while | was a rotating program officer in the Computer and Information
Science and Engineering Directorate. We should remember that the International Di-
vision of NSF also contributed to the work of U.S. researchers, as did the European
Commission for others in Europe. The spark occurred at a dinner meeting convened
by George Doddington, then of ARPA, during the 1993 Human Language Technology
Workshop at the Merril Lynch Conference Center in New Jersey. | made the casual
remark to Antonio Zampolli that | thought it would be interesting and important to
summarize, in a unifying piece of work, the most significant research taking place
worldwide in this field. Mark Liberman, present at the dinner, was also very receptive
to the concept. Zampolli heartily endorsed the idea and took it to Nino Varile of the
European Commission’s DG XIII. | did the same and presented it to my boss at the
NSF, the very supportive Y. T. Chien, and we proceeded to recruit some likely suspects
for the enormous job ahead. Both Nino and Y. T. were infected with the enthusiasm
to see this work done. The rest is history, mostly punctuated by fascinating “editorial
board” meetings and the gentle but unforgiving prodding of Ron Cole. Victor Zue was,
on my side, a pillar of technical strength and a superb taskmaster. Among the European
contributors who distinguished themselves most in the work, and there were several in-
cluding Annie Zaenen and Hans Uszkoreit, from my perspective, it was Joseph Mariani
with his group at the Human-Machine Communication at LIMSI/CNRS, who brought
to my attention the tip of the enormous iceberg of research in Europe on speech and
language, making it obvious to me that the state-of-the-art survey must be done.

¢From a broad perspective point of view it is not surprising that this daunting task
has taken so much effort: witness the wide range of topics related to language re-
search ranging from generation and perception to higher level cognitive functions. The
thirteen chapters that have been produced are a testimony of the depth and width of
research that is necessary to advance the field. | feel gratified by the contributions of
people with such a variety of backgrounds and | feel particularly happy that Computer
Scientists and Engineers are becoming more aware of this, making significant contribu-
tions. But in spite of the excellent work done in reporting, the real task ahead remains:
the deployment of reliable and robust systems which are usable in a broad range of ap-
plications, or as | like to call it “the cosumerization of speech technology.” I personally
consider the spoken language challenge one of the most difficult problems among the
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scientific and engineering inquiries of our time, but one that has an enormous reward
to be received. Gordon Bell, of computer architecture fame, once confided that he had
looked at the problem, thought it inordinately difficult, and moved on to work in other
areas. Perhaps this survey will motivate new Gordon Bells to dig deeper into research
in human language technology.

Finally, I would like to encourage any young researcher reading this survey to
plunge into the areas of most significance to them, but in an unconventional and brash
manner, as | feel we did in our work in lipreading. Deep knowledge of the subject is, of
course, necessary but the boundaries of the classical work should not be limiting. | feel
strongly that there is need and room for new and unorthodox approaches to human-
computer dialogue that will reap enormous rewards. With the advent of world-wide
networked graphical interfaces there is no reason for not including the speech interac-
tive modality in it, at great benefit and relatively low cost. These network interfaces
may further erode the international barriers which travel and other means of commu-
nications have obviously started to tear down. Interfacing with computers sheds much
light on how humans interact with each other, something that spoken language research
has taught us.

The small NSF grant to Ron Cole, | feel, has paid magnified results. The resources
of the original sponsors have been generously extended by those of the Center for
Spoken Language Understanding at the Oregon Graduate Institute, and their personnel,
as well as by the University of Pisa. From an ex-program officer’s point of view in the
IRIS Division at NSF this grant has paid great dividends to the scientific community.
We owe an accolade to the principal investigator’s Herculean efforts and to his cohorts
at home and abroad.

Oscar N. Garcia
Wright State University
Dayton, Ohio
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Foreword by the Managing Editors!

Language Technology and the Information Society

The information age is characterized by a fast growing amount of information being
made available either in the public domain or commercially. This information is ac-
quiring an increasingly important function for various aspects of peoples’ professional,
social and private life, posing a number of challenges for the development of the Infor-
mation Society.

In particular, the classical notion of universal access needs to be extended beyond
the guarantee for physical access to the information channels, and adapted to cover the
rights for all citizens to benefit from the opportunity to easily access and effectively
process information.

Furthermore, with the globalization of the economy, business competitiveness rests
on the ability to effectively communicate and manage information in an international
context.

Obviously, languages, communication and information are closely related. Indeed,
language is the prime vehicle in which information is encoded, by which it is accessed
and through which it is disseminated.

Language technology offers people the opportunity to better communicate, pro-
vides them with the possibility of accessing information in a more natural way, supports
more effective ways of exchanging information and control its growing mass.

There is also an increasing need to provide easy access to multilingual information
systems and to offer the possibility to handle the information they carry in a meaningful
way. Languages for which no adequate computer processing is being developed, risk
gradually losing their place in the global Information Society, or even disappearing,
together with the cultures they embody, to the detriment of one of humanity’s great
assets: its cultural diversity.

What Can Language Technology Offer?

Looking back, we see that some simple functions provided by language technology
have been available for some time—for instance spelling and grammar checking. Good
progress has been achieved and a growing number of applications are maturing every
day, bringing real benefits to citizens and business. Language technology is coming of
age and its deployment allows us to cope with increasingly difficult tasks.

Every day new applications with more advanced functionality are being deployed—
for instance voice access to information systems. As is the case for other informa-
tion technologies, the evolution towards more complex language processing systems is
rapidly accelerating, and the transfer of this technology to the market is taking place at
an increasing pace.

More sophisticated applications will emerge over the next years and decades and
find their way into our daily lives. The range of possibilities is almost unlimited. Which

1The ideas expressed herein are the authors’ and do not reflect the policies of the European Commission
and the Italian National Research Council.
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ones will be more successful will be determined by a number of factors, such as tech-
nological advances, market forces, and political will.

On the other hand, since sheer mass of information and high bandwidth networks
are not sufficient to make information and communication systems meaningful and
useful, the main issue is that of an effective use of new applications by people, which
interact with information systems and communicate with each other.

Among the many issues to be addressed are difficult engineering problems and the
challenge of accounting for the functioning of human languages—probably one of the
most ambitious and difficult tasks.

Benefits that can be expected from deploying language technology are a more ef-
fective usability of systems (enabling the user) and enhanced capabilities for people
(empowering the user). The economic and social impact will be in terms of efficiency
and competitiveness for business, better educated citizens, and a more cohesive and
sustainable society. A necessary precondition for all this, is that the enabling technol-
ogy be available in a form ready to be integrated into applications.

The subject of the thirteen chapters of this Survey are the key language technologies
required for the present applications and research issues that need to be addressed for
future applications.

Aim and Structure of the Book

Given the achievements so far, the complexity of the problem, and the need to use
and to integrate methods, knowledge and techniques provided by different disciplines,
we felt that the time was ripe for a reasonably detailed map of the major results and
open research issues in language technology. The Survey offers, as far as we know,
the first comprehensive overview of the state of the art in spoken and written language
technology in a single volume.

Our goal has been to present a clear overview of the key issues and their poten-
tial impact, to describe the current level of accomplishments in scientific and technical
areas of language technology, and to assess the key research challenges and salient re-
search opportunities within a five- to ten-year time frame, identifying the infrastructure
needed to support this research. We have not tried to be encyclopedic; rather, we have
striven to offer an assessment of the state of the art for the most important areas in
language processing.

The organization of the Survey was inspired by three main principles:

e an accurate identification of the key work areas and sub-areas of each of the
fields;

o a well-structured multi-layered organization of the work, to simplify the coordi-
nation between the many contributors and to provide a framework in which to
carry out this international cooperation;

e a granularity and style that, given the variety of potential readers of the Survey,
would make it accessible to non-specialist and at the same time to serve for
specialists, as a reference for areas not directly of their own expertise.
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Each of the thirteen chapters of the Survey consists of:

e an introductory overview providing the general framework for the area con-
cerned, with the aim of facilitating the understanding and assessment of the tech-
nical contributions;

e a number of sections, each dealing with the state of the art, for a given sub-
area, i.e., the major achievements, the methods and the techniques available, the
unsolved problems, and the research challenges for the future.

For ease of reference, the reader may find it useful to refer to the analytical index
given at the end of the book.

We hope the Survey will be a useful reference to both non-specialists and practi-
tioners alike, and that the comments received from our readers will encourage us to
edit updated and improved versions of this work.

Relevance of International Collaboration

This Survey is the result of international collaboration, which is especially important
for the progress of language technology and the success of its applications, in partic-
ular those aiming at providing multilingual information or communication services.
Multilingual applications require close coordination between the partners of different
languages to ensure the interoperability of components and the availability of the neces-
sary linguistic data—spoken and written corpora, lexica, terminologies, and grammars.

The major national and international funding agencies play a key role in organizing
the international cooperation. They are currently sponsoring major research activities
in language processing through programs that define the objectives and support the
largest projects in the field. They have undertaken the definition of a concrete policy
for international cooperation? that takes into account the specific needs and the strategic
value of language technology.

Various initiatives have, in the past ten years, contributed to forming the cooper-
ative framework in which this Survey has been organized. One such initiative was
the workshop on ‘Automating the Lexicon’ held in Grosseto, Italy, in 1986, which in-
volved North American and European specialists, and resulted in recommendations for
an overall coordination in building reusable large scale resources.

Another one took place in Turin, Italy, in 1991, in the framework of international
cooperation agreement between the NSF and the ESPRIT programme of the Euro-
pean Commission. The experts convened at that meeting called for cooperation in
building reusable language resources, integration between spoken and written language
technology—in particular the development of methods for combining rule-based and
stochastic techniques—and an assessment of the state of the art.

A special event convening representatives of American, European and Japanese
sponsoring agencies was organized at COLING 92 and has since become a permanent

2Several international cooperation agreements in science and technology are currently in force; more are
being negotiated.
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feature of this bi-annual conference. For this event, an overview® of some of the major
American, European and Japanese projects in the field was compiled.

The present Survey is the most recent in a series of cooperative initiatives in lan-
guage technology.
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Chapter 1

Spoken Language I nput

1.1 Overview

Victor Zue®* & Ron Cole®
“ MIT Laboratory for Computer Science, Cambridge, Massachusetts, USA
® Oregon Graduate Institute of Science & Technology, Portland, Oregon, USA

Spoken language interfaces to computers is a topic that has lured and fascinated engi-
neers and speech scientists alike for over five decades. For many, the ability to con-
verse freely with a machine represents the ultimate challenge to our understanding of
the production and perception processes involved in human speech communication. In
addition to being a provocative topic, spoken language interfaces are fast becoming a
necessity. In the near future, interactive networks will provide easy access to a wealth
of information and services that will fundamentally affect how people work, play and
conduct their daily affairs. Today, such networks are limited to people who can read
and have access to computers—a relatively small part of the population, even in the
most developed countries. Advances in human language technology are needed to en-
able the average citizen to communicate with networks using natural communication
skills and everyday devices, such as telephones and televisions. Without fundamental
advances in user-centered interfaces, a large portion of society will be prevented from
participating in the age of information, resulting in further stratification of society and
tragic loss of human potential.

The first chapter in this survey deals with spoken language input technologies. A
speech interface, in a user’s own language, is ideal because it is the most natural, flexi-
ble, efficient, and economical form of human communication. The following sections
summarize spoken input technologies that will facilitate such an interface.

Spoken input to computers embodies many different technologies and applications,
as illustrated in Figure 1.1. In some cases, as shown at the bottom of the figure, one is
interested not in the underlying linguistic content but in the identity of the speaker or the
language being spoken. Speaker recognition can involve identifying a specific speaker
out of a known population, which has forensic implications, or verifying the claimed

1



2 Chapter 1: Spoken Language Input

identity of a user, thus enabling controlled access to locales (e.g., a computer room)
and services (e.g., voice banking). Speaker recognition technologies are addressed in
section 1.7. Language identification also has important applications, and techniques
applied to this area are summarized in section 8.7.

When one thinks about speaking to computers, the first image is usually speech
recognition, the conversion of an acoustic signal to a stream of words. After many years
of research, speech recognition technology is beginning to pass the threshold of prac-
ticality. The last decade has witnessed dramatic improvement in speech recognition
technology, to the extent that high performance algorithms and systems are becoming
available. In some cases, the transition from laboratory demonstration to commercial
deployment has already begun. Speech input capabilities are emerging that can provide
functions like voice dialing (e.g., Call home), call routing (e.g., I would like to make a
collect call), simple data entry (e.g., entering a credit card number), and preparation of
structured documents (e.g., a radiology report). The basic issues of speech recognition,
together with a summary of the state of the art, is described in section 1.2. As these au-
thors point out, speech recognition involves several component technologies. First, the
digitized signal must be transformed into a set of measurements. This signal represen-
tation issue is elaborated in section 1.3. Section 1.4 discusses techniques that enable
the system to achieve robustness in the presence of transducer and environmental vari-
ations, and techniques for adapting to these variations. Next, the various speech sounds
must be modeled appropriately. The most widespread technique for acoustic model-
ing is called hidden Markov modeling (HMM), and is the subject of section 1.5. The
search for the final answer involves the use of language constraints, which is covered
in section 1.6.

Speech recognition is a very challenging problem in its own right, with a well de-
fined set of applications. However, many tasks that lend themselves to spoken input—
making travel arrangements or selecting a movie—are in fact exercises in interactive
problem solving. The solution is often built up incrementally, with both the user and
the computer playing active roles in the “conversation.” Therefore, several language-
based input and output technologies must be developed and integrated to reach this
goal. Figure 1.1 shows the major components of a typical conversational system. The
spoken input is first processed through the speech recognition component. The natu-
ral language component, working in concert with the recognizer, produces a meaning
representation. The final section of this chapter on spoken language understanding
technology, section 1.8, discusses the integration of speech recognition and natural
language processing techniques.

For information retrieval applications illustrated in this figure, the meaning repre-
sentation can be used to retrieve the appropriate information in the form of text, tables
and graphics. If the information in the utterance is insufficient or ambiguous, the sys-
tem may choose to query the user for clarification. Natural language generation and
speech synthesis, covered in chapters 4 and 5 respectively, can be used to produce
spoken responses that may serve to clarify the tabular information. Throughout the
process, discourse information is maintained and fed back to the speech recognition
and language understanding components, so that sentences can be properly understood
in context.
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Figure 1.1: Technologies for spoken language interfaces.
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1.2.1 Defining the Problem

Speech recognition is the process of converting an acoustic signal, captured by a micro-
phone or a telephone, to a set of words. The recognized words can be the final results,
for such applications as commands & control, data entry, and document preparation.
They can also serve as the input to further linguistic processing in order to achieve
speech understanding, a subject covered in section 1.8.

Speech recognition systems can be characterized by many parameters, some of the
more important of which are shown in Figure 1.1. An isolated-word speech recognition
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system requires that the speaker pause briefly between words, whereas a continuous
speech recognition system does not. Spontaneous, or extemporaneously generated,
speech contains disfluencies and is much more difficult to recognize than speech read
from script. Some systems require speaker enrollment—a user must provide samples
of his or her speech before using them—whereas other systems are said to be speaker-
independent, in that no enrollment is necessary. Some of the other parameters depend
on the specific task. Recognition is generally more difficult when vocabularies are
large or have many similar-sounding words. When speech is produced in a sequence of
words, language models or artificial grammars are used to restrict the combination of
words. The simplest language model can be specified as a finite-state network, where
the permissible words following each word are explicitly given. More general language
models approximating natural language are specified in terms of a context-sensitive
grammar.

One popular measure of the difficulty of the task, combining the vocabulary size
and the language model, is perplexity, loosely defined as the geometric mean of the
number of words that can follow a word after the language model has been applied (see
section 1.6 for a discussion of language modeling in general and perplexity in particu-
lar). In addition, there are some external parameters that can affect speech recognition
system performance, including the characteristics of the environmental noise and the
type and the placement of the microphone.

Parameters Range

Speaking Mode | Isolated words to continuous speech

Speaking Style Read speech to spontaneous speech
Enrollment Speaker-dependent to Speaker-independent
Vocabulary Small (< 20 words) to large (> 20,000 words)
Language Model | Finite-state to context-sensitive

Perplexity Small (< 10) to large (> 100)

SNR High (> 30 dB) to low (< 10 dB)

Transducer \Voice-cancelling microphone to telephone

Table 1.1: Typical parameters used to characterize the capability of speech recognition
systems

Speech recognition is a difficult problem, largely because of the many sources of
variability associated with the signal. First, the acoustic realizations of phonemes, the
smallest sound units of which words are composed, are highly dependent on the context
in which they appear. These phonetic variabilities are exemplified by the acoustic
differences of the phoneme? /t/ in two, true, and butter in American English. At word
boundaries, contextual variations can be quite dramatic—making gas shortage sound
like gash shortage in American English, and devo andare sound like devandare in
Italian.

ILinguistic symbols presented between slashes, e.g., /p/, /t/, /k/, refer to phonemes [the minimal sound
unit by changing it one changes the meaning of a word]. The acoustic realizations of phonemes in speech
are referred to as allophones, phones, or phonetic segments, and are presented in brackets, e.g., [p], [t], [K].
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Second, acoustic variabilities can result from changes in the environment as well as
in the position and characteristics of the transducer. Third, within-speaker variabilities
can result from changes in the speaker’s physical and emotional state, speaking rate,
or voice quality. Finally, differences in sociolinguistic background, dialect, and vocal
tract size and shape can contribute to across-speaker variabilities.

Figure 1.2 shows the major components of a typical speech recognition system.
The digitized speech signal is first transformed into a set of useful measurements or
features at a fixed rate, typically once every 10-20 msec (see sections 1.3 and 11.3 for
signal representation and digital signal processing, respectively). These measurements
are then used to search for the most likely word candidate, making use of constraints
imposed by the acoustic, lexical, and language models. Throughout this process, train-
ing data are used to determine the values of the model parameters.

Training Data

Lexical
Models

Language
Models

Acoustic
Models

Speech Recognized
Signal \i Words
Modeling/ -

—»1Representation [ Search

Classification

Figure 1.2: Components of a typical speech recognition system.

Speech recognition systems attempt to model the sources of variability described
above in several ways. At the level of signal representation, researchers have developed
representations that emphasize perceptually important speaker-independent features of
the signal, and de-emphasize speaker-dependent characteristics (Hermansky, 1990). At
the acoustic phonetic level, speaker variability is typically modeled using statistical
techniques applied to large amounts of data. Speaker adaptation algorithms have also
been developed that adapt speaker-independent acoustic models to those of the current
speaker during system use (see section 1.4). Effects of linguistic context at the acous-
tic phonetic level are typically handled by training separate models for phonemes in
different contexts; this is called context dependent acoustic modeling.

Word level variability can be handled by allowing alternate pronunciations of words
in representations known as pronunciation networks. Common alternate pronuncia-
tions of words, as well as effects of dialect and accent are handled by allowing search
algorithms to find alternate paths of phonemes through these networks. Statistical lan-
guage models, based on estimates of the frequency of occurrence of word sequences,
are often used to guide the search through the most probable sequence of words.

The dominant recognition paradigm in the past fifteen years is known as hidden
Markov models (HMM). An HMM is a doubly stochastic model, in which the gener-



6 Chapter 1: Spoken Language Input

ation of the underlying phoneme string and the frame-by-frame, surface acoustic re-
alizations, are both represented probabilistically as Markov processes, as discussed in
sections 1.5, 1.6 and 11.2. Neural networks have also been used to estimate the frame
based scores; these scores are then integrated into HMM-based system architectures,
in what has become known as hybrid systems, as described in section 11.5.

An interesting feature of frame-based HMM systems is that speech segments are
identified during the search process, rather than explicitly. An alternate approach is to
first identify speech segments, then classify the segments and use the segment scores
to recognize words. This approach has produced competitive recognition performance
in several tasks (Zue, Glass, et al., 1990; Fanty, Barnard, et al., 1995).

1.2.2 State of the Art

Comments about the state-of-the-art need to be made in the context of specific appli-
cations which reflect the constraints on the task. Moreover, different technologies are
sometimes appropriate for different tasks. For example, when the vocabulary is small,
the entire word can be modeled as a single unit. Such an approach is not practical for
large vocabularies, where word models must be built up from subword units.
Performance of speech recognition systems is typically described in terms of word

error rate, E, defined as:

S+I+D
E=—7/—1
N 00

where N is the total number of words in the test set, and S, I, and D are, respectively,
the total number of substitutions, insertions, and deletions.

The past decade has witnessed significant progress in speech recognition technol-
ogy. Word error rates continue to drop by a factor of 2 every two years. Substantial
progress has been made in the basic technology, leading to the lowering of barriers
to speaker independence, continuous speech, and large vocabularies. There are sev-
eral factors that have contributed to this rapid progress. First, there is the coming of
age of the HMM. HMM is powerful in that, with the availability of training data, the
parameters of the model can be trained automatically to give optimal performance.

Second, much effort has gone into the development of large speech corpora for sys-
tem development, training, and testing. Some of these corpora are designed for acoustic
phonetic research, while others are highly task specific. Nowadays, it is not uncommon
to have tens of thousands of sentences available for system training and testing. These
corpora permit researchers to quantify the acoustic cues important for phonetic con-
trasts and to determine parameters of the recognizers in a statistically meaningful way.
While many of these corpora (e.g., TIMIT, RM, ATIS, and WSJ; see section 12.3) were
originally collected under the sponsorship of the U.S. Defense Department’s Advanced
Research Projects Agency (ARPA), to spur human language technology development
among its contractors, they have nevertheless gained world-wide acceptance (e.g., in
Canada, France, Germany, Japan, and the U.K.) as standards on which to evaluate
speech recognition.

Third, progress has been brought about by the establishment of standards for per-
formance evaluation. Only a decade ago, researchers trained and tested their systems
using locally collected data, and had not been very careful in delineating training and
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testing sets. As a result, it was very difficult to compare performance across systems,
and a system’s performance typically degraded when it was presented with previously
unseen data. The recent availability of a large body of data in the public domain,
coupled with the specification of evaluation standards, has resulted in uniform docu-
mentation of test results, thus contributing to greater reliability in monitoring progress
(corpus development activities and evaluation methodologies are summarized in chap-
ters 12 and 13 respectively).

Finally, advances in computer technology have also indirectly influenced our progress.
The availability of fast computers with inexpensive mass storage capabilities has en-
abled researchers to run many large scale experiments in a short amount of time. This
means that the elapsed time between an idea and its implementation and evaluation is
greatly reduced. In fact, speech recognition systems with reasonable performance can
now run in real time using high-end workstations without additional hardware—a feat
unimaginable only a few years ago.

One of the most popular and potentially most useful tasks with low perplexity
(PP = 11) is the recognition of digits. For American English, speaker-independent
recognition of digit strings, spoken continuously and restricted to telephone bandwidth,
can achieve an error rate of 0.3% when the string length is known.

One of the best known moderate-perplexity tasks is the 1,000-word so-called Re-
source Management (RM) task, in which inquiries can be made concerning various
naval vessels in the Pacific Ocean. The best speaker-independent performance on the
RM task is less than 4%, using a word-pair language model that constrains the possible
words following a given word (PP = 60). More recently, researchers have begun to
address the issue of recognizing spontaneously generated speech. For example, in the
Air Travel Information Service (ATIS) domain, word error rates of less than 3% has
been reported for a vocabulary of nearly 2,000 words and a bigram language model
with a perplexity of around 15.

High perplexity tasks with a vocabulary of thousands of words are intended primar-
ily for the dictation application. After working on isolated-word, speaker-dependent
systems for many years, since 1992 the community has moved towards very-large-
vocabulary (20,000 words and more), high-perplexity (PP = 200), speaker-independent,
continuous speech recognition. The best system in 1994 achieved an error rate of 7.2%
on read sentences drawn from North American business news (Pallett, Fiscus, et al., 1994).

With the steady improvements in speech recognition performance, systems are now
being deployed within telephone and cellular networks in many countries. Within the
next few years, speech recognition will be pervasive in telephone networks around the
world. There are tremendous forces driving the development of the technology; in
many countries, touch tone penetration is low, and voice is the only option for control-
ling automated services. In voice dialing, for example, users can dial 10-20 telephone
numbers by voice (e.g., Call Home) after having enrolled their voices by saying the
words associated with telephone numbers. AT&T, on the other hand, has installed a
call routing system using speaker-independent word-spotting technology that can de-
tect a few key phrases (e.g., person to person, calling card) in sentences such as: | want
to charge it to my calling card.

At present, several very large vocabulary dictation systems are available for doc-
ument generation. These systems generally require speakers to pause between words.
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Their performance can be further enhanced if one can apply constraints of the specific
domain such as dictating medical reports.

Even though much progress is being made, machines are a long way from recog-
nizing conversational speech. Word recognition rates on telephone conversations in the
Switchboard corpus are around 50% (Cohen, Gish, et al., 1994). It will be many years
before unlimited vocabulary, speaker-independent, continuous dictation capability is
realized.

1.2.3 Future Directions

In 1992, the U.S. National Science Foundation sponsored a workshop to identify the
key research challenges in the area of human language technology and the infras-
tructure needed to support the work. The key research challenges are summarized in
Cole, Hirschman, et al. (1992). Research in the following areas of speech recognition
were identified:

Robustness: In a robust system, performance degrades gracefully (rather than catas-
trophically) as conditions become more different from those under which it was trained.
Differences in channel characteristics and acoustic environment should receive partic-
ular attention.

Portability: Portability refers to the goal of rapidly designing, developing and de-
ploying systems for new applications. At present, systems tend to suffer significant
degradation when moved to a new task. In order to return to peak performance, they
must be trained on examples specific to the new task, which is time consuming and
expensive.

Adaptation: How can systems continuously adapt to changing conditions (new speak-
ers, microphone, task, etc.) and improve through use? Such adaptation can occur at
many levels in systems, subword models, word pronunciations, language models, etc.

Language Modeling: Current systems use statistical language models to help reduce
the search space and resolve acoustic ambiguity. As vocabulary size grows and other
constraints are relaxed to create more habitable systems, it will be increasingly impor-
tant to get as much constraint as possible from language models; perhaps incorporating
syntactic and semantic constraints that cannot be captured by purely statistical models.

Confidence Measures: Most speech recognition systems assign scores to hypotheses
for the purpose of rank ordering them. These scores do not provide a good indication of
whether a hypothesis is correct or not, just that it is better than the other hypotheses. As
we move to tasks that require actions, we need better methods to evaluate the absolute
correctness of hypotheses.
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Out-of-Vocabulary Words: Systems are designed for use with a particular set of
words but system users may not know exactly which words are in the system vocab-
ulary. This leads to a certain percentage of out-of-vocabulary words in natural condi-
tions. Systems must have some method of detecting such out-of-vocabulary words, or
they will end up mapping a word from the vocabulary onto the unknown word, causing
an error.

Spontaneous Speech:  Systems that are deployed for real use must deal with a vari-
ety of spontaneous speech phenomena, such as filled pauses, false starts, hesitations,
ungrammatical constructions and other common behaviors not found in read speech.
Development on the ATIS task has resulted in progress in this area, but much work
remains to be done.

Prosody: Prosody refers to acoustic structure that extends over several segments or
words. Stress, intonation, and rhythm convey important information for word recog-
nition and the user’s intentions (e.g., sarcasm, anger). Current systems do not capture
prosodic structure. How to integrate prosodic information into the recognition archi-
tecture is a critical question that has yet to be answered.

Modeling Dynamics:  Systems assume a sequence of input frames which are treated
as if they were independent. But it is known that perceptual cues for words and
phonemes require the integration of features that reflect the movements of the artic-
ulators, which are dynamic in nature. How to model dynamics and incorporate this
information into recognition systems is an unsolved problem.

1.3 Signal Representation

Melvyn J. Hunt
Dragon Systems UK Ltd., Cheltenham, UK

In statistically based automatic speech recognition, the speech waveform is sampled
at a rate between 6.6 kHz and 20 kHz and processed to produce a new representation
as a sequence of vectors containing values that are generally called parameters. The
vectors (y(¢) in the notation used in section 1.5) typically comprise between 10 and 20
parameters, and are usually computed every 10 or 20 msec. These parameter values
are then used in succeeding stages in the estimation of the probability that the portion
of waveform just analyzed corresponds to a particular phonetic event in the phone-
sized or whole-word reference unit being hypothesized. In practice, the representation
and the probability estimation interact strongly: what one person sees as part of the
representation, another may see as part of the probability estimation process. For most
systems, though, we can apply the criterion that if a process is applied to all speech,
it is part of the representation, while if its application is contingent on the phonetic
hypothesis being tested, it is part of the later matching stage.

Representations aim to preserve the information needed to determine the phonetic
identity of a portion of speech while being as impervious as possible to factors such as
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speaker differences, effects introduced by communications channels, and paralinguistic
factors such as the emotional state of the speaker. They also aim to be as compact as
possible.

Representations used in current speech recognizers (see Figure 1.3), concentrate
primarily on properties of the speech signal attributable to the shape of the vocal tract
rather than to the excitation, whether generated by a vocal-tract constriction or by the
larynx. Representations are sensitive to whether the vocal folds are vibrating or not
(the voiced/unvoiced distinction), but try to ignore effects due to variations in their
frequency of vibration (£j).

Representations are almost always derived from the short-term power spectrum;
that is, the short-term phase structure is ignored. This is primarily because our ears are
largely insensitive to phase effects. Consequently, speech communication and record-
ing equipment often does not preserve the phase structure of the original waveform,
and such equipment, as well as factors such as room acoustics, can alter the phase
spectrum in ways that would disturb a phase-sensitive speech recognizer, even though
a human listener would not notice them.

The power spectrum is, moreover, almost always represented on a log scale. When
the gain applied to a signal varies, the shape of the log power spectrum is preserved,;
the spectrum is simply shifted up or down. More complicated linear filtering caused,
for example, by room acoustics or by variations between telephone lines, which appear
as convolutional effects on the waveform and as multiplicative effects on the linear
power spectrum, become simply additive constants on the log power spectrum. Indeed,
a voiced speech waveform amounts to the convolution of a quasi-periodic excitation
signal and a time-varying filter determined largely by the configuration of the vocal
tract. These two components are easier to separate in the log-power domain, where
they are additive. Finally, the statistical distributions of log power spectra for speech
have properties convenient for statistically based speech recognition that are not, for
example, shared by linear power spectra. Because the log of zero is infinite, there is a
problem in representing very low energy parts of the spectrum. The log function there-
fore needs a lower bound, both to limit the numerical range and to prevent excessive
sensitivity to the low-energy, noise-dominated parts of the spectrum.

Before computing short-term power spectra, the waveform is usually processed by
a simple pre-emphasis filter, giving a 6 dB/octave increase in gain over most of its
range to make the average speech spectrum roughly flat.

The short-term spectra are often derived by taking successive overlapping portions
of the pre-emphasized waveform, typically 25 msec long, tapering at both ends with a
bell-shaped window function, and applying a Fourier transform. The resulting power
spectrum has undesirable harmonic fine structure at multiples of F,. This can be re-
duced by grouping neighboring sets of components together to form about 20 frequency
bands before converting to log power. These bands are often made successively broader
with increasing frequency above 1 kHz, usually according to the technical mel fre-
quency scale (Davis & Mermelstein, 1980), reflecting the frequency resolution of the
human ear. A less common alternative to the process just described is to compute the
energy in the bands, directly using a bank of digital filters. The results are similar.

Since the shape of the spectrum imposed by the vocal tract is smooth, energy levels
in adjacent bands tend to be correlated. Removing the correlation allows the number
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Representations of the word "speech”

‘ The pressure waveform
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Figure 1.3: Examples of representations used in current speech recognizers: (a) Time
varying waveform of the word speech, showing changes in amplitude (y axis) over
time (x axis); (b) Speech spectrogram of (a), in terms of frequency (y axis), time (x
axis) and amplitude (darkness of the pattern); (c) Expanded waveform of the vowel ee
(underlined in b); (d) Spectrum of the vowel ee, in terms of amplitude (y axis) and
frequency (x axis); (e) Mel-scale spectrogram.
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of parameters to be reduced while preserving the useful information. It also makes it
easier to compute reasonably accurate probability estimates in a subsequent statistical
matching process. The cosine transform (a version of the Fourier transform using only
cosine basis functions) converts the set of log energies to a set of cepstral coefficients,
which turn out to be largely uncorrelated. Compared with the number of bands, typ-
ically only about half as many of these cepstral coefficients need be kept. The first
cepstral coefficient (C) described the shape of the log spectrum independent of its
overall level: C; measures the balance between the upper and lower halves of the spec-
trum, and the higher order coefficients are concerned with increasingly finer features
in the spectrum.

To the extent that the vocal tract can be regarded as a lossless, unbranched acoustic
tube with plane-wave sound propagation along it, its effect on the excitation signal is
that of a series of resonances; that is, the vocal tract can be modeled as an all-pole
filter. For many speech sounds in favorable acoustic conditions, this is a good approx-
imation. A technique known as linear predictive coding (LPC) (Markel & Gray, 1976)
or autoregressive modeling in effect fits the parameters of an all-pole filter to the speech
spectrum, though the spectrum itself need never be computed explicitly. This provides
a popular alternative method of deriving cepstral coefficients.

LPC has problems with certain signal degradations and is not so convenient for pro-
ducing mel-scale cepstral coefficients. Perceptual Linear Prediction (PLP) combines
the LPC and filter-bank approaches by fitting an all-pole model to the set of energies
(or, strictly, loudness levels) produced by a perceptually motivated filter bank, and then
computing the cepstrum from the model parameters (Hermansky, 1990).

Many systems augment information on the short-term power spectrum with in-
formation on its rate of change over time. The simplest way to obtain this dynamic
information would be to take the difference between consecutive frames. However,
this turns out to be too sensitive to random interframe variations. Consequently, linear
trends are estimated over sequences of typically five or seven frames (Furui, 1986b).

Some systems go further and estimate acceleration features as well as linear rates
of change. These second-order dynamic features need even longer sequences of frames
for reliable estimation (Applebaum & Hanson, 1989).

Steady factors affecting the shape or overall level of the spectrum (such as the char-
acteristics of a particular telephone link) appear as constant offsets in the log spectrum
and cepstrum. In atechnique called blind deconvolution (Stockham, Connon, et al., 1975),
cepstrum is computed, and this average is subtracted from the individual frames. This
method is largely confined to non-real-time experimental systems. Since they are based
on differences, however, dynamic features are intrinsically immune to such constant
effects. Consequently, while Cy is usually cast aside, its dynamic equivalent, 6Cy,
depending only on relative rather than absolute energy levels, is widely used.

If first-order dynamic parameters are passed through a leaky integrator, something
close to the original static parameters are recovered with the exception that constant
and very slowly varying features are reduced to zero, thus giving independence from
constant or slowly varying channel characteristics. This technique, sometimes referred
to as RASTA, amounts to band-pass filtering of sequences of log power spectra, is better
suited than blind deconvolution to real-time systems (Hermansky, Morgan, et al., 1993).
A similar technique, applied to sequences of power spectra before logs are taken, is ca-
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pable of reducing the effect of steady or slowly varying additive noise (Hirsch, Meyer, et al., 1991).

Because cepstral coefficients are largely uncorrelated, a computationally efficient
method of obtaining reasonably good probability estimates in the subsequent matching
process consists of calculating Euclidean distances from reference model vectors after
suitably weighting the coefficients. Various weighting schemes have been used. One
empirical scheme that works well derives the weights for the first 16 coefficients from
the positive half cycle of a sine wave (Juang, Rabiner, et al., 1986). For PLP cepstral
coefficients, weighting each coefficient by its index (root power sum (RPS) weighting)
giving Cy a weight of zero, etc., has proved effective. Statistically based methods
weight coefficients by the inverse of their standard deviations computed about their
overall means, or preferably computed about the means for the corresponding speech
sound and then averaged over all speech sounds (so-called grand-variance weighting)
(Lippmann, Martin, et al., 1987).

While cepstral coefficients are substantially uncorrelated, a technique called prin-
cipal components analysis (PCA) can provide a transformation that can completely
remove linear dependencies between sets of variables. This method can be used to
de-correlate not just sets of energy levels across a spectrum but also combinations of
parameter sets such as dynamic and static features, PLP and non-PLP parameters. A
double application of PCA with a weighting operation, known as linear discriminant
analysis (LDA), can take into account the discriminative information needed to dis-
tinguish between speech sounds to generate a set of parameters, sometimes called
IMELDA coefficients, suitably weighted for Euclidean-distance calculations. Good
performance has been reported with a much reduced set of IMELDA coefficients,
and there is evidence that incorporating degraded signals in the analysis can improve
robustness to the degradations while not harming performance on undegraded data
(Hunt & Lefebvre, 1989).

Future Directions

The vast majority of major commercial and experimental systems use representations
akin to those described here. However, in striving to develop better representations,
wavelet transforms (Daubechies, 1990) are being explored, and neural network meth-
ods are being used to provide non-linear operations on log spectral representations.
Work continues on representations more closely reflecting auditory properties (Greenberg, 1988)
and on representations reconstructing articulatory gestures from the speech signal (Schroeter & Sondhi, 1994).
This latter work is challenging because there is a one-to-many mapping between the
speech spectrum and the articulatory settings that could produce it. It is attractive be-
cause it holds out the promise of a small set of smoothly varying parameters that could
deal in a simple and principled way with the interactions that occur between neighbor-
ing phonemes and with the effects of differences in speaking rate and of carefulness of
enunciation.

As we noted earlier, current representations concentrate on the spectrum envelope
and ignore fundamental frequency; yet we know that even in isolated-word recognition
fundamental frequency contours are an important cue to lexical identity not only in
tonal languages such as Chinese but also in languages such as English where they
correlate with lexical stress. In continuous speech recognition fundamental frequency
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contours can potentially contribute valuable information on syntactic structure and on
the intentions of the speaker (e.g., No, | said 2 5 7). The challenges here lie not in
deriving fundamental frequency but in knowing how to separate out the various kinds of
information that it encodes (speaker identity, speaker state, syntactic structure, lexical
stress, speaker intention, etc.) and how to integrate this information into decisions
otherwise based on identifying sequences of phonetic events.

The ultimate challenge is to match the superior performance of human listeners
over automatic recognizers. This superiority is especially marked when there is limited
material to allow adaptation to the voice of the current speaker, and when the acoustic
conditions are difficult. The fact that it persists even when nonsense words are used
shows that it exists at least partly at the acoustic/phonetic level and cannot be explained
purely by superior language modeling in the brain. It confirms that there is still much
to be done in developing better representations of the speech signal. For additional
references, see Rabiner and Schafer (1978) and Hunt (1993).

1.4 Robust Speech Recognition

Richard M. Stern
Carnegie Mellon University, Pittsburgh, Pennsylvania, USA

Robustness in speech recognition refers to the need to maintain good recognition accu-
racy even when the quality of the input speech is degraded, or when the acoustical, ar-
ticulatory, or phonetic characteristics of speech in the training and testing environments
differ. Obstacles to robust recognition include acoustical degradations produced by ad-
ditive noise, the effects of linear filtering, nonlinearities in transduction or transmission,
as well as impulsive interfering sources, and diminished accuracy caused by changes
in articulation produced by the presence of high-intensity noise sources. Some of these
sources of variability are illustrated in Figure 1.4. Speaker-to-speaker differences im-
pose a different type of variability, producing variations in speech rate, co-articulation,
context, and dialect. Even systems that are designed to be speaker-independent exhibit
dramatic degradations in recognition accuracy when training and testing conditions
differ (Cole, Hirschman, et al., 1992; Juang, 1991).

Speech recognition systems have become much more robust in recent years with
respect to both speaker variability and acoustical variability. In addition to achieving
speaker-independence, many current systems can also automatically compensate for
modest amounts of acoustical degradation caused by the effects of unknown noise and
unknown linear filtering.

As speech recognition and spoken language technologies are being transferred to
real applications, the need for greater robustness in recognition technology is becoming
increasingly apparent. Nevertheless, the performance of even the best state-of-the art
systems tends to deteriorate when speech is transmitted over telephone lines, when the
signal-to-noise ratio (SNR) is extremely low (particularly when the unwanted noise
consists of speech from other talkers), and when the speaker’s native language is not
the one with which the system was trained.
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Figure 1.4: Schematic representation of some of the sources of variability that can de-
grade speech recognition accuracy, along with compensation procedures that improve
environmental robustness.

Substantial progress has also been made over the last decade in the dynamic adap-
tation of speech recognition systems to new speakers, with techniques that modify or
warp the systems’ phonetic representations to reflect the acoustical characteristics of in-
dividual speakers (Gauvain & Lee, 1991; Huang & Lee, 1993; Schwartz, Chow, et al., 1987).
Speech recognition systems have also become more robust in recent years, particularly
with regard to slowly-varying acoustical sources of degradation.

In this section we focus on approaches to environmental robustness. We begin with
a discussion of dynamic adaptation techniques for unknown acoustical environments
and speakers. We then discuss two popular alternative approaches to robustness: the
use of multiple microphones and the use of signal processing based on models of audi-
tory physiology and perception.

1.4.1 Dynamic Parameter Adaptation

Dynamic adaptation of either the features that are input to the recognition system, or
of the system’s internally stored representations of possible utterances, is the most di-
rect approach to environmental and speaker adaptation. Three different approaches to
speaker and environmental adaptation are discussed: (1) the use of optimal estimation
procedures to obtain new parameter values in the testing conditions; (2) the develop-
ment of compensation procedures based on empirical comparisons of speech in the
training and testing environments; and (3) the use of high-pass filtering of parameter
values to improve robustness.

Optimal Parameter Estimation: Many successful robustness techniques are based
on a formal statistical model that characterizes the differences between speech used to
train and test the system. Parameter values of these models are estimated from samples
of speech in the testing environments, and either the features of the incoming speech
or the internally-stored representations of speech in the system are modified. Typical
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structural models for adaptation to acoustical variability assume that speech is cor-
rupted either by additive noise with an unknown power spectrum (Porter & Boll, 1984;
Ephraim, 1992; Erell & Weintraub, 1990; Gales & Young, 1992; Lockwood, Boudy, et al., 1992;
Bellegarda, de Souza, et al., 1992), or by a combination of additive noise and linear fil-
tering (Acero & Stern, 1990). Much of the early work in robust recognition involved a
re-implementation of techniques developed to remove additive noise for the purpose of
speech enhancement, as reviewed in section 10.3. The fact that such approaches were
able to substantially reduce error rates in machine recognition of speech, even though
they were largely ineffective in improving human speech intelligibility (when measured
objectively) (Lim & Oppenheim, 1979), is one indication of the limited capabilities of
automatic speech recognition systems, compared to human speech perception.

Approaches to speaker adaptation are similar in principle except that the models are
more commonly general statistical models of feature variability (Gauvain & Lee, 1991;
Huang & Lee, 1993) rather than models of the sources of speaker-to-speaker variabil-
ity. Solution of the estimation problems frequently requires either analytical or numer-
ical approximations or the use of iterative estimation techniques, such as the estimate-
maximize (EM) algorithm (Dempster, Laird, et al., 1977). These approaches have all
been successful in applications where the assumptions of the models are reasonably
valid, but they are limited in some cases by computational complexity.

Another popular approach is to use knowledge of background noise drawn from
examples to transform the means and variances of phonetic models that had been de-
veloped for clean speech to enable these models to characterize speech in background
noise (Varga & Moore, 1990; Gales & Young, 1992). The technique known as parallel
model combination(Gales & Young, 1992) extends this approach, providing an analyt-
ical model of the degradation that accounts for both additive and convolutional noise.
These methods work reasonably well, but they are computationally costly at present
and they rely on accurate estimates of the background noise.

Empirical Feature Comparison: Empirical comparisons of features derived from
high-quality speech with features of speech that is simultaneously recorded under de-

graded conditions can be used (instead of a structural model) to compensate for mis-

matches between training and testing conditions. In these algorithms, the combined

effects of environmental and speaker variability are typically characterized as additive
perturbations to the features. Several successful empirically-based robustness algo-

rithms have been described that either apply additive correction vectors to the features

derived from incoming speech waveforms (Neumeyer & Weintraub, 1994; Liu, Stern, et al., 1994)
or apply additive correction vectors to the statistical parameters characterizing the inter-

nal representations of these features in the recognition system (e.g., Anastasakos, Makhoul, et al. (1994);
Liu, Stern, et al. (1994)). (In the latter, case, the variances of the templates may also

be modified.) Recognition accuracy can be substantially improved by allowing the cor-

rection vectors to depend on SNR, specific location in parameter space within a given

SNR, or presumed phoneme identity (Neumeyer & Weintraub, 1994; Liu, Stern, et al., 1994).

For example, the numerical difference between cepstral coefficients derived on a frame-

by-frame basis from high-quality speech and simultaneously recorded speech that is

degraded by both noise and filtering primarily reflects the degradations introduced by
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the filtering at high SNRs, and the effects of the noise at low SNRs. This general ap-
proach can be extended to cases when the testing environment is unknown a priori, by
developing ensembles of correction vectors in parallel for a number of different test-
ing conditions, and by subsequently applying the set of correction vectors (or acoustic
models) from the condition that is deemed to be most likely to have produced the in-
coming speech. In cases where the test condition is not one of those used to train
correction vectors, recognition accuracy can be further improved by interpolating the
correction vectors or statistics representing the best candidate conditions.

Empirically-derived compensation procedures are extremely simple, and they are
quite effective in cases when the testing conditions are reasonably similar to one of
the conditions used to develop correction vectors. For example, in a recent evaluation
using speech from a number of unknown microphones in a 5000-word continuous dic-
tation task, the use of adaptation techniques based on empirical comparisons of feature
values reduced the error rate by 40% relative to a baseline system with only cepstral
mean normalization (described below). Nevertheless, empirical approaches have the
disadvantage of requiring stereo databases of speech that are simultaneously recorded
in the training environment and the testing environment.

Cepstral High-pass Filtering:  The third major adaptation technique is cepstral high-
pass filtering, which provides a remarkable amount of robustness at almost zero com-
putational cost (Hermansky, Morgan, et al., 1991; Hirsch, Meyer, et al., 1991). In the
well-known RASTA method (Hermansky, Morgan, et al., 1991), a high-pass (or band-
pass) filter is applied to a log-spectral representation of speech such as the cepstral co-
efficients. In cepstral mean normalization (CMN), high-pass filtering is accomplished
by subtracting the short-term average of cepstral vectors from the incoming cepstral
coefficients.

The original motivation for the RASTA and CMN algorithms is discussed in sec-
tion 1.3. These algorithms compensate directly for the effects of unknown linear fil-
tering because they force the average values of cepstral coefficients to be zero in both
the training and testing domains, and hence equal to each other. An extension to the
RASTA algorithm, known as J-RASTA (Koehler, Morgan, et al., 1994), can also com-
pensate for noise at low SNRs. In an evaluation using 13 isolated digits over telephone
lines, it was shown (Koehler, Morgan, et al., 1994) that the J-RASTA method reduced
error rates by as much as 55 % relative to RASTA when both noise and filtering ef-
fects are present. Cepstral high-pass filtering is so inexpensive and effective that it is
currently embedded in some form in virtually all systems that are required to perform
robust recognition.

1.4.2 Use of Multiple Microphones

Further improvements in recognition accuracy can be obtained at lower SNRs by the
use of multiple microphones. As noted in the discussion on speech enhancement in
section 10.3, microphone arrays can, in principle, produce directionally sensitive gain
patterns that can be adjusted to increase sensitivity to the speaker and reduce sensitivity
in the direction of competing sound sources. In fact, results of recent pilot experiments
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in office environments (Che, Lin, et al., 1994; Sullivan & Stern, 1993) confirm that the
use of delay-and-sum beamformers, in combination with a post-processing algorithm
that compensates for the spectral coloration introduced by the array itself, can reduce
recognition error rates by as much as 61%.

Array processors that make use of the more general minimum mean square er-
ror (MMSE)-based classical adaptive filtering techniques can work well when signal
degradation is dominated by additive-independent noise, but they do not perform well
in reverberant environments when the distortion is at least in part a delayed version of
the desired speech signal (Peterson, 1989; Alvarado & Silverman, 1990). (This prob-
lem can be avoided by only adapting during non-speech segments: Van Compernolle, 1990.)

A third approach to microphone array processing is the use of cross-correlation-
based algorithms, which have the ability to reinforce the components of a sound field
arriving from a particular azimuth angle. These algorithms are appealing because they
are similar to the processing performed by the human binaural system, but thus far
they have demonstrated only a modest superiority over the simpler delay-and-sum ap-
proaches (Sullivan & Stern, 1993).

1.4.3 Use of Physiologically Motivated Signal Processing

A number of signal processing schemes have been developed for speech recogni-
tion systems that mimic various aspects of human auditory physiology and percep-
tion (e.g., Cohen, 1989; Ghitza, 1988; Lyon, 1982; Seneff, 1988; Hermansky, 1990;
Patterson, Robinson, et al., 1991). Such auditory models typically consist of a bank
of bandpass filters (representing auditory frequency selectivity) followed by nonlin-
ear interactions within and across channels (representing hair-cell transduction, lat-
eral suppression, and other effects). The nonlinear processing is (in some cases) fol-
lowed by a mechanism to extract detailed timing information as a function of frequency
(Seneff, 1988; Duda, Lyon, et al., 1990).

Recent evaluations indicate that auditory models can indeed provide better recogni-
tion accuracy than traditional cepstral representations when the quality of the incoming
speech degrades, or when training and testing conditions differ (Hunt & Lefébvre, 1989;
Meng & Zue, 1990). Nevertheless, auditory models have not yet been able to demon-
strate better recognition accuracy than the most effective dynamic adaptation algo-
rithms, and conventional adaptation techniques are far less computationally costly
(Ohshima, 1993). It is possible that the success of auditory models has been limited
thus far because most of the evaluations were performed using hidden Markov model
classifiers, which are not well matched to the statistical properties of features produced
by auditory models. Other researchers suggest that we have not yet identified the fea-
tures of the models’ outputs that will ultimately provide superior performance. The
approach of auditory modeling continues to merit further attention, particularly with
the goal of resolving these issues.

1.4.4 Future Directions

Despite its importance, robust speech recognition has become a vital area of research
only recently. To date, major successes in environmental adaptation have been limited



1.4 Robust Speech Recognition 19

either to relatively benign domains (typically with limited amounts of quasi-stationary

additive noise and/or linear filtering, or to domains in which a great deal of environment-

specific training data are available). Speaker adaptation algorithms have been success-

ful in providing improved recognition for native speakers other than the one with which

a system is trained, but recognition accuracy obtained using non-native speakers re-

mains substantially worse, even with speaker adaptation (e.g., Pallett, Fiscus, et al. (1995)).
At present, it is fair to say that hardly any of the major limitations to robust recog-

nition cited in section 1.1 have been satisfactorily resolved. Success in the following

key problem areas is likely to accelerate the development and deployment of practical

speech-based applications.

Speech over Telephone Lines:  Recognition of telephone speech is difficult because
each telephone channel has its own unique SNR and frequency response. Speech over
telephone lines can be further corrupted by transient interference and nonlinear distor-
tion. Telephone-based applications must be able to adapt to new channels on the basis
of a very small amount of channel-specific data.

Low-SNR Environments: Even with state-of-the art compensation techniques, recog-
nition accuracy degrades when the channel SNR decreases below about 15 dB, despite
the fact that humans can obtain excellent recognition accuracy at lower SNRs.

Co-channel Speech Interference: Interference by other talkers poses a much more
difficult challenge to robust recognition than interference from broadband noise sources.
So far, efforts to exploit speech-specific information to reduce the effects of co-channel
interference from other talkers have been largely unsuccessful.

Rapid Adaptation for Non-native Speakers: In today’s pluralistic and highly mo-
bile society, successful spoken-language applications must be able to cope with the
speech of non-native as well as native speakers. Continued development of non-intrusive
rapid adaptation to the accents of non-native speakers will be needed to ensure com-
mercial success.

Common Speech Corpora with Realistic Degradations: Continued rapid progress
in robust recognition will depend on the formulation, collection, transcription, and
dissemination of speech corpora that contain realistic examples of the degradations
encountered in practical environments. The selection of appropriate tasks and do-
mains for shared database resources is best accomplished through the collaboration of
technology developers, applications developers, and end users. The contents of these
databases should be realistic enough to be useful as an impetus for solutions to actual
problems, even in cases for which it may be difficult to calibrate the degradation for
the purpose of evaluation.
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1.5 HMM Methods in Speech Recognition
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Modern architectures for Automatic Speech Recognition (ASR) are mostly software
architectures which generate a sequence of word hypotheses from an acoustic signal.
The most popular algorithms implemented in these architectures are based on statistical
methods. Other approaches can be found in Waibel and Lee (1990), where a collection
of papers describes a variety of systems with historical reviews and mathematical foun-
dations.

A vector y; of acoustic features is computed every 10 to 30 msec. Details of this
component can be found in section 1.3. Various possible choices of vectors, together
with their impact on recognition performance, are discussed in Haeb-Umbach, Geller, et al. (1993).

Sequences of vectors of acoustic parameters are treated as observations of acoustic
word models used to compute p(y¥|W),? the probability of observing a sequence y7¥
of vectors when a word sequence W is pronounced. Given a sequence yi, a word

sequence W is generated by the ASR system with a search process based on the rule:

o~

W= arg max p(yi W) p(W)

w corresponds to the candidate having maximum a-posteriori probability (MAP).
p(y¥|W) is computed by Acoustic Models (AM), while p(W) is computed by Lan-
guage Models (LM).

For large vocabularies, search is performed in two steps. The first generates a
word lattice of the n-best word sequences with simple models to compute approximate
likelihoods in real-time. In the second step, more accurate likelihoods are compared
with a limited number of hypotheses. Some systems generate a single word sequence
hypothesis with a single step. The search produces an hypothesized word sequence if
the task is dictation. If the task is understanding, then a conceptual structure is obtained
with a process that may involve more than two steps. Ways of automatically learning
and extracting these structures are described in Kuhn, De Mori, et al. (1994).

1.5.1 Acoustic Models

In a statistical framework, an inventory of elementary probabilistic models of basic
linguistic units (e.g., phonemes) is used to build word representations. A sequence of
acoustic parameters, extracted from a spoken utterance, is seen as a realization of a con-
catenation of elementary processes described by hidden Markov models (HMMs). An
HMM is a composition of two stochastic processes, a hidden Markov chain, which ac-
counts for temporal variability, and an observable process, which accounts for spectral
variability. This combination has proven to be powerful enough to cope with the most
important sources of speech ambiguity, and flexible enough to allow the realization of
recognition systems with dictionaries of tens of thousands of words.

2 Here, and in the following, the notation y’ﬁ stands for the sequence [yYp,, Yn+1s-- - Yk)-
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Structure of a Hidden Markov Model

A hidden Markov model is defined as a pair of stochastic processes (X,Y’). The
X process is a first order Markov chain, and is not directly observable, while the Y
process is a sequence of random variables taking values in the space of acoustic param-
eters, or observations.

Two formal assumptions characterize HMMs as used in speech recognition. The
first-order Markov hypothesis states that history has no influence on the chain’s future
evolution if the present is specified, while the output independence hypothesis states
that neither chain evolution nor past observations influence the present observation if
the last chain transition is specified.

Letting y € Y be a variable representing observations and i,j € X be variables
representing model states, the model can be represented by the following parameters:

A = {a;jli,j € X} transition probabilities
B = {b;;li,j € X} outputdistributions
o = {mlieX} initial probabilities

with the following definitions:

ai;j = p(Xy=jlXi—1=1)
bij(y) = p(YVi=ylXi1=1i,X;=73)
™ = p(Xo = Z)

A useful tutorial on this topic can be found in Rabiner (1989).

Types of Hidden Markov Models

HMMs can be classified according to the nature of the elements of the B matrix, which
are distribution functions.

Distributions are defined on finite spaces in the so called discrete HMMs. In this
case, observations are vectors of symbols in a finite alphabet of IV different elements.
For each one of the @ vector components, a discrete density {w(k)|k = 1,...,N}is
defined, and the distribution is obtained by multiplying the probabilities of each compo-
nent. Notice that this definition assumes that the different components are independent.
Figure 1.5 shows an example of a discrete HMM with one-dimensional observations.
Distributions are associated with model transitions.

Another possibility is to define distributions as probability densities on continuous
observation spaces. In this case, strong restrictions have to be imposed on the func-
tional form of the distributions, in order to have a manageable number of statistical
parameters to estimate. The most popular approach is to characterize the model transi-
tions with mixtures of base densities g of a family G having a simple parametric form.
The base densities g € G are usually Gaussian or Laplacian, and can be parameterized
by the mean vector and the covariance matrix. HMMs with these kinds of distributions
are usually referred to as continuous HMMs. In order to model complex distributions
in this way, a rather large number of base densities has to be used in every mixture.
This may require a very large training corpus of data for the estimation of the distribu-
tion parameters. Problems arising when the available corpus is not large enough can
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Figure 1.5: Example of a discrete HMM. A transition probability and an output distri-
bution on the symbol set is associated with every transition.

be alleviated by sharing distributions among transitions of different models. In semi-
continuous HMMs Huang, Ariki, et al. (1990), for example, all mixtures are expressed
in terms of a common set of base densities. Different mixtures are characterized only
by different weights.

A common generalization of semi-continuous modeling consists of interpreting the
input vector y as composed of several components y[1],...,y[@], each of which is
associated with a different set of base distributions. The components are assumed to be
statistically independent, hence the distributions associated with model transitions are
products of the component density functions.

Computation of probabilities with discrete models is faster than with continuous
models, but it is nevertheless possible to speed up the mixture densities computation by
applying vector quantization (VQ) on the gaussians of the mixtures (Bocchieri, 1993).

Parameters of statistical models are estimated by iterative learning algorithms (Rabiner, 1989)

in which the likelihood of a set of training data is guaranteed to increase at each step.

Bengio, DeMori, et al. (1992) propose a method for extracting additional acous-
tic parameters and performing transformations of all the extracted parameters using a
Neural Network (NN) architecture, whose weights are obtained by an algorithm that,
at the same time, estimates the coefficients of the distributions of the acoustic mod-
els. Estimation is driven by an optimization criterion that tries to minimize the overall
recognition error.

1.5.2 Word and Unit Models

Words are usually represented by networks of phonemes. Each path in a word network
represents a pronunciation of the word.

The same phoneme can have different acoustic distributions of observations if pro-
nounced in different contexts. Allophone models of a phoneme are models of that
phoneme in different contexts. The decision as to how many allophones should be
considered for a given phoneme may depend on many factors, e.g., the availability of
enough training data to infer the model parameters.
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A conceptually interesting approach is that of polyphones (Shukat-Talamazzini, Niemann, et al., 1992).
In principle, an allophone should be considered for every different word in which a
phoneme appears. If the vocabulary is large, it is unlikely that there is enough data to
train all these allophone models, so models for allophones of phonemes are considered
at a different level of detail (word, syllable, triphone, diphone, context independent
phoneme). Probability distributions for an allophone having a certain degree of gener-
ality can be obtained by mixing the distributions of more detailed allophone models.
The loss in specificity is compensated by a more robust estimation of the statistical
parameters, due to an increase in the ratio between training data and free parameters.

Another approach consists of choosing allophones by clustering possible contexts.
This choice can be made automatically with Classification and Regression Trees (CART).
A CART is a binary tree having a phoneme at the root and, associated with each node
n;, a question @); about the context. Questions @); are of the type, “Is the previous
phoneme a nasal consonant?” For each possible answer (YES or NO) there is a link to
another node with which other questions are associated. There are algorithms for grow-
ing and pruning CARTSs based on automatically assigning questions to a node from a
manually determined pool of questions. The leaves of the tree may be simply labeled by
an allophone symbol. Papers by Bahl, de Souza, et al. (1991) and Hon and Lee (1991)
provide examples of the application of this concept and references to the description of
a formalism for training and using CARTS.

Each allophone model is an HMM made of states, transitions and probability dis-
tributions. In order to improve the estimation of the statistical parameters of these
models, some distributions can be the same or tied. For example, the distributions for
the central portion of the allophones of a given phoneme can be tied reflecting the fact
that they represent the stable (context-independent) physical realization of the central
part of the phoneme, uttered with a stationary configuration of the vocal tract.

In general, all the models can be built by sharing distributions taken from a pool of,
say, a few thousand cluster distributions, called senones. Details on this approach can
be found in Hwang and Huang (1993).

Word models or allophone models can also be built by concatenation of basic struc-
tures made by states, transitions and distributions. These units, called fenones, were in-
troduced by Bahl, Brown, et al. (1993). Richer models of the same type but using more
sophisticated building blocks, called multones, are described in Bahl, Bellegarda, et al. (1993).

Another approach consists of having clusters of distributions characterized by the
same set of Gaussian probability density functions. Allophone distributions are built by
considering mixtures with the same components but with different weights (Digalakis & Murveit, 1994).

1.5.3 Language Models

The probability p(W) of a sequence of words W = wy,...,wr, is computed by a
Language Model (LM). In general p(W) can be expressed as follows:

n

p(W) = p(w].J --awn) = Hp(wz|w07 -'7wi71)
i=1

Motivations for this approach and methods for computing these probabilities are
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described in the following section.

1.5.4 Generation of Word Hypotheses

Generation of word hypotheses can result in a single sequence of words, in a collection
of the n-best word sequences, or in a lattice of partially overlapping word hypotheses.

This generation is a search process in which a sequence of vectors of acoustic
features is compared with word models. In this section, some distinctive characteristics
of the computations involved in speech recognition algorithms will be described, first
focusing on the case of a single-word utterance and then considering the extension to
continuous speech recognition.

In general, the speech signal and its transformations do not exhibit clear indication
of word boundaries, so word boundary detection is part of the hypothesization process
carried out as a search. In this process, all the word models are compared with a
sequence of acoustic features. In the probabilistic framework, “comparison” between
an acoustic sequence and a model involves the computation of the probability that the
model assigns to the given sequence. This is the key ingredient of the recognition
process. In this computation, the following quantities are used:

at(yT,i): probability of having observed the partial sequence y¢ and being in state i

attime ¢

T & —
) p(Xt:zaYt:yi)a t>0

at(yl »

Be(yT,i): probability of observing the partial sequence ytT+1 given that the model is in
state ¢ at time ¢

. YT, =yl | X;=1i), t<T
ﬂt(yT,Z)E{I;( t+1 yt+1| t ) ST

e (yT ,i): probability of having observed the partial sequence y* along the best path
ending in state  at time ¢:

p(XOZi)7 t=0
vyl i) = maxp (Xg' =45, X, =4, Yi=yi) t>0
29

« and /3 can be used to compute the total emission probability p(yT|W) as
pYT=9l) = D ar(yl,i) (L1
= Y mbo(yf,i) (L2)

An approximation for computing this probability consists of following only the
path of maximum probability. This can be done with the 1) quantity:
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Pr*[Y{ = y{] = max¢r(y{ ,9) (1.3)

K3
The computations of all the above probabilities share a common framework, em-
ploying a matrix called a trellis, depicted in Figure 1.6. For the sake of simplicity, we

can assume that the HMM in Figure 1.6 represents a word and that the input signal
corresponds to the pronunciation of an isolated word.

C@ -‘-[3—>.% ————=0— =0 —=0—=0—=0 = (3)
T

oy e
[
C@ T[07> [ ——0 = C‘T(O)

0 1 2 3 4 5 6 7

—
ate

Time

Figure 1.6: A state-time trellis.

Every trellis column holds the values of one of the just introduced probabilities
for a partial sequence ending at different time instants, and every interval between
two columns corresponds to an input frame. The arrows in the trellis represent model
transitions composing possible paths in the model from the initial time instant to the
final one. The computation proceeds in a column-wise manner, at every time frame
updating the scores of the nodes in a column by means of recursion formulas which
involve the values of an adjacent column, the transition probabilities of the models,
and the values of the output distributions for the corresponding frame. For o and v
coefficients, the computation starts at the leftmost column, whose values are initialized
with the values of ;, and ends at the opposite side, computing the final value with (1.1)
or (1.3). For the 3 coefficients, the computation goes from right to left.

The algorithm for computing « coefficients, known as the Viterbi algorithm, can
be seen as an application of dynamic programing for finding a maximum probability
path in a graph with weighted arcs. The recursion formula for its computation is the
following:

T o T, t=20
Yelyi,i) = mj&\Xiﬁt—l(le,j)aj,ibj,z'(yt), t>0

By keeping track of the state j giving the maximum value in the above recursion
formula, it is possible, at the end of the input sequence, to retrieve the states visited by
the best path, thus performing a sort of time-alignment of input frames with models’
states.

All these algorithms have a time complexity O(MT'), where M is the number
of transitions with non-zero probability and 7' is the length of the input sequence.
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M can be at most equal to S2, where S is the number of states in the model, but is
usually much lower, since the transition probability matrix is generally sparse. In fact,
a common choice in speech recognition is to impose severe constraints on the allowed
state sequences, for example a; ; = 0 for j < ¢,j5 > i + 2, as is the case of the model
in Figure 1.6.

In general, recognition is based on a search process which takes into account all the
possible segmentations of the input sequence into words and the a priori probabilities
that the LM assigns to sequences of words.

Good results can be obtained with simple LMs based on bigram or trigram proba-
bilities. As an example, let us consider a bigram language model. This model can be
conveniently incorporated into a finite state automaton as shown in Figure 1.7, where
dashed arcs correspond to transitions between words with probabilities of the LM.
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Figure 1.7: Bigram LM represented as a weighted word graph. py  stands for

p(Wr|Wh4), pr stands for p(W},). The leftmost node is the starting node, rightmost
ones are finals.

After substitution of the word-labeled arcs with the corresponding HMMs, the re-
sulting automaton becomes a large HMM itself, on which a Viterbi search for the most
probable path, given an observation sequence, can be carried out. The dashed arcs
are to be treated as empty transitions, i.e., transitions without an associated output
distribution. This requires some generalization of the Viterbi algorithm. During the
execution of the Viterbi algorithm, a minimum of backtracking information is kept to
allow the reconstruction of the best path in terms of word labels. Note that the solu-
tion provided by this search is suboptimal in the sense that it gives the probability of
a single state sequence of the composite model and not the total emission probabil-
ity of the best word model sequence. In practice, however, it has been observed that
the path probabilities computed with the above mentioned algorithms exhibit a domi-
nance property, consisting of a single state sequence accounting for most of the total
probability (Merhav & Ephraim, 1991).
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The composite model grows with the vocabulary and can lead to large search
spaces. Nevertheless, the uneven distribution of probabilities among different paths
can help; when the number of states is large, at every time instant, a large portion of
states have an accumulated likelihood which is much less than the highest one. It is
therefore very unlikely that a path passing through one of these states would become
the best path at the end of the utterance. This consideration leads to a complexity reduc-
tion technique called beam search (Ney, Mergel, et al., 1992), consisting of neglecting
states whose accumulated score is lower than the best one minus a given threshold.
In this way, computation needed to expand bad nodes is avoided. It is clear from the
naivety of the pruning criterion that this reduction technique has the undesirable prop-
erty of being not admissible, possibly causing the loss of the best path. In practice,
good tuning of the beam threshold results in a gain in speed by an order of magnitude,
while introducing a negligible amount of search errors.

When the dictionary is of the order of tens of thousands of words, the network
becomes too big and other methods have to be considered.

At present, different techniques exist for dealing with very large vocabularies.
Most of them use multi-pass algorithms. Each pass prepares information for the next
one, reducing the size of the search space. Details of these methods can be found in
Alleva, Huang, et al. (1993); Aubert, Dugast, et al. (1994); Murveit, Butzberger, et al. (1993);
Kubala, Anastasakos, et al. (1994).

In a first phase, a set of candidate interpretations is represented in an object called
word lattice, whose structure varies in different systems: it may contain only hypothe-
ses on the location of words, or it may carry a record of acoustic scores as well. The
construction of the word lattice may involve only the execution of a Viterbi beam search
with memorization of word scoring and localization, as in Aubert, Dugast, et al. (1994),
or may itself require multiple steps, as in Alleva, Huang, et al. (1993); Murveit, Butzberger, et al. (1993);
Kubala, Anastasakos, et al. (1994). Since the word lattice is only an intermediate re-
sult, to be inspected by other detailed methods, its generation is performed with a
bigram language model, and often with simplified acoustic models.

The word hypotheses in the lattice are scored with a more accurate language model,
and sometimes with more detailed acoustic models. Lattice rescoring may require new
calculations of HMM probabilities (Murveit, Butzberger, et al., 1993), may proceed on
the basis of precomputed probabilities only (Aubert, Dugast, et al., 1994; Alleva, Huang, et al., 1993),
or even exploit acoustic models which are not HMMs (Kubala, Anastasakos, et al., 1994).
In Alleva, Huang, et al. (1993), the last step is based on an A* search (Nilsson, 1971)
on the word lattice, allowing the application of a long distance language model, i.e.,
a model where the probability of a word may not only depend on its immediate pre-
decessor. In Aubert, Dugast, et al. (1994), a dynamic programming algorithm, using
trigram probabilities, is performed.

A method which does not make use of the word lattice is presented in Paul (1994).
Inspired by one of the first methods proposed for continuous speech recognition (CSR)
(Jelinek, 1969), it combines both powerful language modeling and detailed acoustic
modeling in a single step, performingan A* based search.
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1.5.5 Future Directions

Interesting software architectures for ASR have been recently developed. They provide
acceptable recognition performance almost in real time for dictation of large vocabu-
laries (more than 10,000 words). Pure software solutions require, at the moment, a
considerable amount of central memory. Special boards make it possible to run inter-
esting applications on PCs.

There are aspects of the best current systems that still need improvement. The best
systems do not perform equally well with different speakers and different speaking
environments. Two important aspects, namely recognition in noise and speaker adap-
tation, are discussed in section 1.4. They have difficulty in handling out-of-vocabulary
words, hesitations, false starts, and other phenomena typical of spontaneous speech.
Rudimentary understanding capabilities are available for speech understanding in lim-
ited domains. Key research challenges for the future are acoustic robustness, use of
better acoustic features and models, use of multiple word pronunciations and efficient
constraints for the access of a very large lexicon, sophisticated and multiple language
models capable of representing various types of contexts, rich methods for extracting
conceptual representations from word hypotheses and automatic learning methods for
extracting various types of knowledge from corpora.

1.6 Language Representation

Salim Roukos
IBM T. J. Watson Research Center, Yorktown Heights, New York, USA

A speech recognizer converts the observed acoustic signal into the corresponding or-
thographic representation of the spoken sentence. The recognizer chooses its guess
from a finite vocabulary of words that can be recognized. For simplicity, we assume
that a word is uniquely identified by its spelling.®

Dramatic progress has been demonstrated in solving the speech recognition prob-
lem via the use of a statistical model of the joint distribution p(T, O) of the sequence
of spoken words W and the corresponding observed sequence of acoustic information
0. This approach, pioneered by the IBM Continuous Speech Recognition group, is
called the source-channel model. In this approach, the speech recognizer determines
an estimate W of the identity of the spoken word sequence from the observed acoustic
evidence O by using the a posteriori distribution p(W|0). To minimize its error rate,
the recognizer chooses the word sequence that maximizes the a posteriori distribution:

p(W)p(O|W)
p(0)

where p(W) is the probability of the sequence of n-words W and p(O|W) is the prob-
ability of observing the acoustic evidence O when the sequence W is spoken. The a

W = argmax p(W|0) = arg max
w W

3For example, we treat as the same word the present and past participle of the verb read (I read vs. |
have read) in the LM while the acoustic model will have different models corresponding to the different
pronunciations.
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priori distribution p(W') of what words might be spoken (the source) is referred to as
a language model (LM). The observation probability model p(O|W) (the channel) is
called the acoustic model. In this section, we discuss various approaches and issues for
building the language model.

The source-channel model has also been used in optical character recognition (OCR)
where the observation sequence is the image of the printed characters, in handwriting
recognition where the observation is the sequence of strokes on a tablet, or in machine
translation (MT) where the observation is a sequence of words in one language and
W represents the desired translation in another language. For all these applications, a
language model is key. Therefore, the work on language modeling has a wide spectrum
of applications.

1.6.1 Trigram Language Model

For a given word sequence W = {wy, .., w, } of n words, we rewrite the LM probabil-
ity as:
p(W) = p(w17 “Jw") = Hp(wl|w07 ey '11)1'71)
i=1

where wyq is chosen appropriately to handle the initial condition. The probability of the
next word w; depends on the history h; of words that have been spoken so far. With
this factorization the complexity of the model grows exponentially with the length of
the history. To have a more practical and parsimonious model, only some aspects of
the history are used to affect the probability of the next word. One way* to achieve this
is to use a mapping ¢( ) that divides the space of histories into K equivalence classes.
Then we can use as a model:

p(w;|hi) = p(w;|(h;)).

Some of the most successful models of the past two decades are the simple n-gram
models, particularly the trigram model (n = 3) where only the most recent two words
of the history are used to condition the probability of the next word. The probability of
a word sequence becomes:

n

p(W) = [] plwilwi-2,wi-1).

i=1

To estimate the trigram probabilities, one can use a large corpus of text, called the
training corpus, to estimate trigram frequencies:

C123
fa(ws|wy, we) = —
C12

“4Instead of having a single partition of the space of histories, one can use the exponential family to define
a set of features that are used for computing the probability of an event. See the discussion on Maximum
Entropy in Lau, Rosenfeld, et al. (1993); Darroch and Ratcliff (1972); Berger, Della Pietra, et al. (1994) for
more details.
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where ¢;23 is the number of times the sequence of words {w1, w2, w3} is observed and
c12 is the number of times the sequence {w1, w2} is observed. For a vocabulary size V
there are V3 possible trigrams, which for 20,000 words translates to 8 trillion trigrams.
Many of these trigrams will not be seen in the training corpus. So these unseen trigrams
will have zero probability using the trigram frequency as an estimate of the trigram
probability. To solve this problem one needs a smooth estimate of the probability of
unseen events. This can be done by linear interpolation of trigram, bigram, and unigram
frequencies and a uniform distribution on the vocabulary:

1
p(wslw, ws) = Az fs(wz|wi, w2) + A2 fa(ws|wa) + Ay f1(w3) + )‘OV

where fo( ) and f;( ) are estimated by the ratio of the appropriate bigram and uni-
gram counts. The weights of the linear interpolation are estimated by maximizing the
probability of new held-out data different from the data used to estimate the n-gram
frequencies. The forward-backward algorithm can be used to perform this maximum
likelihood estimation problem.

In general, one uses more than one A vector; one may want to rely more on the
trigram frequencies for those histories that have a high count as compared to those his-
tories that have a low count in the training data. To achieve this, one can use a bucketing
scheme on the bigram and unigram counts of the history b(c;2, ¢2) to determine the in-
terpolation weight vector Ay, c,)- Typically, 100 to 1,000 buckets are used. This
method of smoothing is called deleted interpolation (Bahl, Jelinek, et al., 1983). Other
smoothing schemes have been proposed such as backing-off, co-occurrence smooth-
ing, and count re-estimation. In the work on language modeling, corpora varying in
size from about a million to 500 million words have been used to build trigram models.
Vocabulary sizes varying from 1,000 to 267,000 words have also been used. We discuss
in the following section the perplexity measure for evaluating a language model.

1.6.2 Perplexity

Given two language models, one needs to compare them. One way is to use them in a
recognizer and find the one that leads to the lower recognition error rate. This remains
the best way of evaluating a language model. But to avoid this expensive approach one
can use the information theory quantity of entropy to get an estimate of how good a
LM might be. The basic idea is to average the log probability on a per word basis for a
piece of new text not used in building the language model.

Denote by p the true distribution, that is unknown to us, of a segment of new text x
of k£ words. Then the entropy on a per word basis is defined

1
H = lim ~ Zp(ﬂf) log, p(x)

If every word in a vocabulary of size |V| is equally likely then the entropy would be
log, |V|; for other distributions of the words H < log, |V]|.

To determine the probability of this segment of text we will use our language model
denoted by p which is different from the true unknown distribution p of the new text.
We can compute the average logprob on a per word basis defined as:
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Domain Perplexity
Radiology 20
Emergency medicine 60
Journalism 105
General English 247

Table 1.2: Perplexity of trigram models for different domains.

k
1 ~
lpy =~ > log, P(wi|hs)
i=1

One can show that limy_ < Ipr, = Ip > H; i.e., the average logprob is no lower
than the entropy of the test text. Obviously our goal is to find that LM which has an
average logprob that is as close as possible to the entropy of the text.

A related measure to the average logprob called perplexity is used to evaluate a
LM. Perplexity is defined as 2'P. Perplexity is, crudely speaking, a measure of the
size of the set of words from which the next word is chosen given that we observe the
history of spoken words. The perplexity of a LM depends on the domain of discourse.
For radiology reports, one expects less variation in the sentences than in general En-
glish. Table 1.2 shows the perplexity of several domains for large vocabulary (20,000
to 30,000 words) dictation systems. The lowest perplexity that has been published
on the standard Brown Corpus of 1 million words of American English is about 247,
corresponding to an entropy of 1.75 bits/character.

1.6.3 Vocabulary Size

The error rate of a speech recognizer is no less than the percentage of spoken words that
are not in its vocabulary V. So a major part of building a language model is to select a
vocabulary that will have maximal coverage on new text spoken to the recognizer. This
remains a human intensive effort. A corpus of text is used in conjunction with dic-
tionaries to determine appropriate vocabularies. A tokenizer® (a system that segments
text into words) is needed. Then a unigram count for all of the spellings that occur in
a corpus is determined. Those words that also occur in the dictionary are included. In
addition a human screens the most frequent subset of new spellings to determine if they
are words.

Table 1.3 shows the coverage of new text using a fixed vocabulary of a given size for
English. For more inflectional languages such as French or German, larger vocabulary
sizes are required to achieve coverage similar to that of English. For a user of a speech
recognition system, a more personalized vocabulary can be much more effective than

5Tokenizing English is fairly straightforward since white space separates words and simple rules can
capture much of the punctuation. Special care has to be taken for abbreviations. For oriental languages such
as Japanese and Chinese, word segmentation is a more complicated problem since space is not used between
words.
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Vocabulary Static
Size Coverage
20,000 94.1%
64,000 98.7%
100,000 99.3%
200,000 99.4%

Table 1.3: Static coverage of unseen text as a function of vocabulary size.

Number of Text Static | Dynamic
added words size | Coverage | Coverage
100 1,800 93.4% 94.5%
400 12,800 94.8% 97.5%
3,100 81,600 94.8% 98.1%
6,400 211,000 94.4% 98.9%

Table 1.4: Dynamic coverage of unseen text as a function of vocabulary size and
amount of new text.

a general fixed vocabulary. Table 1.4 shows the coverage as new words are added to
a starting vocabulary of 20,000 words as more text is observed. In addition, Table
1.4 indicates the size of text recognized to add that many words. For many users,
the dynamic coverage will be much better than the results shown in Table 1.4, with
coverage ranging from 98.4% to 99.6% after 800 words are added.

1.6.4 Improved Language Models

A number of improvements have been proposed for the trigram LM. We give a brief
overview of these models.

Class Models: Instead of using the actual words, one can use a set of word classes
(which may be overlapping, i.e., a word may belong to many classes). Classes based on
the part of speech tags, the morphological analysis of words, or semantic information
have been tried. Also, automatically derived classes based on some statistical models
of co-occurrence have been tried (see Brown, Della Pietra, et al., 1990). The general
class model is:

p(W) = Z Hp(wilci)p(cilci—2a Ci—1)
ct =1
If the classes are non-overlapping, then c(w) is unique and the probability is:

n

p(W) = [[ p(wile)p(cileiz, cio1)

i=1

These tri-class models have had higher perplexities that the corresponding trigram
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model. However, they have led to a reduction in perplexity when linearly combined
with the trigram model.

Dynamic Models: Another idea introduced in DeMori and Kuhn (1990) is to take
into account the document-long history to capture the burstiness of words. For exam-
ple, in this section the probability that the word model will occur is much higher than
its average frequency in general text. Using a cache of the recently observed words one
can build a more dynamic LM using either the class model (DeMori & Kuhn, 1990) or
the trigram model (Jelinek, Merialdo, et al., 1991). Expanding on this idea, one can can
also affect the probability of related words called triggered words (see Lau, Rosenfeld, et al., 1993).

Mixture Models: Another approach is based on clustering corpora into several
clusters. The linear combination of cluster-specific trigram models is used for modeling

new text:
n k

p(W) = H Z )‘jpj (wnlwn—Z; wn—l)
i=1 j=1
where p;() is estimated from the j-th cluster of text. Another type of mixture is to use
a sentence level mixture as in lyer, Ostendorf, et al. (1994).

Structure-based Models: Instead of using the identity of most recent words to
define the equivalence class of a history, the state of a parser has been used to define the
conditioning event (Goddeau & Zue, 1992). Also, the use of link grammar to capture
long distance bigrams has recently been proposed (Lafferty, Sleator, et al., 1992).

1.6.5 Future Directions

There are several areas of research that can be pursued for improved language model-
ing.

e Vocabulary Selection: How to determine a vocabulary for a new domain, par-
ticularly to personalize the vocabulary to a user while maximizing the coverage
for a user’s text. This is a problem that may be more severe for highly inflected
languages and for oriental languages where the notion of a word is not clearly
defined for native speakers of the language.

e Domain Adaptation: How to estimate an effective language model for domains
which may not have large online corpora of representative text. Another related
problem is topic spotting where the topic-specific language model can be used to
model the incoming text from a collection of domain-specific language models.

e Incorporating Structure: The current state of the art in language modeling has
not been able to improve on performance by the use of the structure (whether
surface parse trees or deep structure such as predicate argument structure) that
is present in language. A concerted research effort to explore structure-based
language models may be the key to significant progress in language modeling.
This will become more possible as annotated (parsed) data becomes available.
Current research using probabilistic LR grammars, or probabilistic Context-Free
grammars (including link grammars) is still in its infancy and would benefit from
the increased availability of parsed data.
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1.7 Speaker Recognition

Sadaoki Furui

NTT Human Interface Laboratories, Tokyo, Japan

1.7.1 Principles of Speaker Recognition

Speaker recognition, which can be classified into identification and verification, is the
process of automatically recognizing who is speaking on the basis of individual infor-
mation included in speech waves. This technique makes it possible to use the speaker’s
voice to verify their identity and control access to services such as voice dialing, bank-
ing by telephone, telephone shopping, database access services, information services,
voice mail, security control for confidential information areas, and remote access to
computers. AT&T and TI (with Sprint) have started field tests and actual application
of speaker recognition technology; Sprint’s Voice Phone Card is already being used by
many customers. In this way, speaker recognition technology is expected to create new
services that will make our daily lives more convenient. Another important application
of speaker recognition technology is for forensic purposes.

Figure 1.8 shows the basic structures of speaker identification and verification sys-
tems. Speaker identification is the process of determining which registered speaker
provides a given utterance. Speaker verification, on the other hand, is the process of
accepting or rejecting the identity claim of a speaker. Most applications in which a
voice is used as the key to confirm the identity of a speaker are classified as speaker
verification.

There is also the case called open set identification, in which a reference model for
an unknown speaker may not exist. This is usually the case in forensic applications.
In this situation, an additional decision alternative, the unknown does not match any of
the models, is required. In both verification and identification processes, an additional
threshold test can be used to determine if the match is close enough to accept the
decision or if more speech data needed.

Speaker recognition methods can also be divided into text-dependent and text-
independent methods. The former require the speaker to say key words or sentences
having the same text for both training and recognition trials, whereas the latter do not
rely on a specific text being spoken.

Both text-dependent and independent methods share a problem however. These
systems can be easily deceived because someone who plays back the recorded voice
of a registered speaker saying the key words or sentences can be accepted as the reg-
istered speaker. To cope with this problem, there are methods in which a small set of
words, such as digits, are used as key words and each user is prompted to utter a given
sequence of key words that is randomly chosen every time the system is used. Yet even
this method is not completely reliable, since it can be deceived with advanced elec-
tronic recording equipment that can reproduce key words in a requested order. There-
fore, a text-prompted (machine-driven-text-dependent) speaker recognition method has
recently been proposed by Matsui and Furui (1993b).
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Figure 1.8: Basic structures of speaker recognition systems.
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1.7.2 Feature Parameters

Speaker identity is correlated with the physiological and behavioral characteristics of
the speaker. These characteristics exist both in the spectral envelope (vocal tract charac-
teristics) and in the supra-segmental features (voice source characteristics and dynamic
features spanning several segments).

The most common short-term spectral measurements currently used are Linear Pre-
dictive Coding (LPC)-derived cepstral coefficients and their regression coefficients. A
spectral envelope reconstructed from a truncated set of cepstral coefficients is much
smoother than one reconstructed from LPC coefficients. Therefore it provides a stabler
representation from one repetition to another of a particular speaker’s utterances. As
for the regression coefficients, typically the first- and second-order coefficients are ex-
tracted at every frame period to represent the spectral dynamics. These coefficients are
derivatives of the time functions of the cepstral coefficients and are respectively called
the delta- and delta-delta-cepstral coefficients.

1.7.3 Normalization Techniques

The most significant factor affecting automatic speaker recognition performance is
variation in the signal characteristics from trial to trial (intersession variability and
variability over time). Variations arise from the speakers themselves, from differences
in recording and transmission conditions, and from background noise. Speakers can-
not repeat an utterance precisely the same way from trial to trial. It is well known that
samples of the same utterance recorded in one session are much more highly correlated
than samples recorded in separate sessions. There are also long-term changes in voices.

It is important for speaker recognition systems to accommodate these variations.
Two types of normalization techniques have been tried; one in the parameter domain,
the other in the distance/similarity domain.

Parameter-Domain Normalization

Spectral equalization, the so-called blind equalization method, is a typical normaliza-
tion technique in the parameter domain that has been confirmed to be effective in reduc-
ing linear channel effects and long-term spectral variation (Atal, 1974; Furui, 1981).
This method is especially effective for text-dependent speaker recognition applications
that use sufficiently long utterances. Cepstral coefficients are averaged over the dura-
tion of an entire utterance and the averaged values subtracted from the cepstral coeffi-
cients of each frame. Additive variation in the log spectral domain can be compensated
for fairly well by this method. However, it unavoidably removes some text-dependent
and speaker specific features; therefore it is inappropriate for short utterances in speaker
recognition applications.

Distance/Similarity-Domain Normalization

A normalization method for distance (similarity, likelihood) values using a likelihood
ratio has been proposed by Higgins, Bahler, et al. (1991). The likelihood ratio is de-
fined as the ratio of two conditional probabilities of the observed measurements of the
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utterance: the first probability is the likelihood of the acoustic data given the claimed
identity of the speaker, and the second is the likelihood given that the speaker is an im-
poster. The likelihood ratio normalization approximates optimal scoring in the Bayes
sense.

A normalization method based on a posteriori probability has also been proposed
by Matsui and Furui (1994a). The difference between the normalization method based
on the likelihood ratio and the method based on a posteriori probability is whether or
not the claimed speaker is included in the speaker set for normalization; the speaker set
used in the method based on the likelihood ratio does not include the claimed speaker,
whereas the normalization term for the method based on a posteriori probability is
calculated by using all the reference speakers, including the claimed speaker.

Experimental results indicate that the two normalization methods are almost equally
effective (Matsui & Furui, 1994a). They both improve speaker separability and reduce
the need for speaker-dependent or text-dependent thresholding, as compared with scor-
ing using only a model of the claimed speaker.

A new method has recently been proposed in which the normalization term is ap-
proximated by the likelihood of a single mixture model representing the parameter
distribution for all the reference speakers. An advantage of this method is that the com-
putational cost of calculating the normalization term is very small, and this method has
been confirmed to give much better results than either of the above-mentioned normal-
ization methods (Matsui & Furui, 1994a). 1994].

1.7.4 Text-Dependent Speaker Recognition Methods

Text-dependent methods are usually based on template-matching techniques. In this
approach, the input utterance is represented by a sequence of feature vectors, gener-
ally short-term spectral feature vectors. The time axes of the input utterance and each
reference template or reference model of the registered speakers are aligned using a
dynamic time warping (DTW) algorithm, and the degree of similarity between them,
accumulated from the beginning to the end of the utterance, is calculated.

The hidden Markov model (HMM) can efficiently model statistical variation in
spectral features. Therefore, HMM-based methods were introduced as extensions of
the DTW-based methods, and have achieved significantly better recognition accuracies
(Naik, Netsch, et al., 1989).

1.7.5 Text-Independent Speaker Recognition Methods

One of the most successful text-independent recognition methods is based on vector
guantization (VQ). In this method, VQ codebooks consisting of a small number of
representative feature vectors are used as an efficient means of characterizing speaker-
specific features. A speaker-specific codebook is generated by clustering the training
feature vectors of each speaker. In the recognition stage, an input utterance is vector-
quantized using the codebook of each reference speaker and the VVQ distortion accu-
mulated over the entire input utterance is used to make the recognition decision.
Temporal variation in speech signal parameters over the long term can be repre-
sented by stochastic Markovian transitions between states. Therefore, methods using
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an ergodic HMM, where all possible transitions between states are allowed, have been
proposed. Speech segments are classified into one of the broad phonetic categories
corresponding to the HMM states. After the classification, appropriate features are
selected.

In the training phase, reference templates are generated and verification thresholds
are computed for each phonetic category. In the verification phase, after the phonetic
categorization, a comparison with the reference template for each particular category
provides a verification score for that category. The final verification score is a weighted
linear combination of the scores from each category.

This method was extended to the richer class of mixture autoregressive (AR) HMMs.
In these models, the states are described as a linear combination (mixture) of AR
sources. It can be shown that mixture models are equivalent to a larger HMM with
simple states, with additional constraints on the possible transitions between states.

It has been shown that a continuous ergodic HMM method is far superior to a dis-
crete ergodic HMM method and that a continuous ergodic HMM method is as robust as
a VQ-based method when enough training data is available. However, when little data
are available, the VQ-based method is more robust than a continuous HMM method
(Matsui & Furui, 1993a).

A method using statistical dynamic features has recently been proposed. In this
method, a multivariate auto-regression (MAR) model is applied to the time series of
cepstral vectors and used to characterize speakers. It was reported that identification
and verification rates were almost the same as obtained by an HMM-based method
(Griffin, Matsui, et al., 1994).

1.7.6 Text-Prompted Speaker Recognition Method

In the text-prompted speaker recognition method, the recognition system prompts each
user with a new key sentence every time the system is used and accepts the input utter-
ance only when it decides that it was the registered speaker who repeated the prompted
sentence. The sentence can be displayed as characters or spoken by a synthesized
voice. Because the vocabulary is unlimited, prospective impostors cannot know in ad-
vance what sentence will be requested. Not only can this method accurately recognize
speakers, but it can also reject utterances whose text differs from the prompted text,
even if it is spoken by the registered speaker. A recorded voice can thus be correctly
rejected.

This method is facilitated by using speaker-specific phoneme models as basic acous-
tic units. One of the major issues in applying this method is how to properly cre-
ate these speaker-specific phoneme models from training utterances of a limited size.
The phoneme models are represented by Gaussian-mixture continuous HMMs or tied-
mixture HMMs, and they are made by adapting speaker-independent phoneme models
to each speaker’s voice. In order to properly adapt the models of phonemes that are
not included in the training utterances, a new adaptation method based on tied-mixture
HMMs was recently proposed by Matsui and Furui (1994b).

In the recognition stage, the system concatenates the phoneme models of each reg-
istered speaker to create a sentence HMM, according to the prompted text. Then, the
likelihood of the input speech matching the sentence model is calculated and used for
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the speaker recognition decision. If the likelihood is high enough, the speaker is ac-
cepted as the claimed speaker.

1.7.7 Future Directions

Although many recent advances and successes in speaker recognition have been achieved,
there are still many problems for which good solutions remain to be found. Most of
these problems arise from variability, including speaker-generated variability and vari-
ability in channel and recording conditions. It is very important to investigate feature
parameters that are stable over time, insensitive to the variation of speaking manner,
including the speaking rate and level, and robust against variations in voice quality due
to causes such as voice disguise or colds. It is also important to develop a method to
cope with the problem of distortion due to telephone sets and channels, and background
and channel noises.

From the human-interface point of view, it is important to consider how the users
should be prompted, and how recognition errors should be handled. Studies on ways
to automatically extract the speech periods of each person separately from a dialogue
involving more than two people have recently appeared as an extension of speaker
recognition technology.

This section was not intended to be a comprehensive review of speaker recognition
technology. Rather, it was intended to give an overview of recent advances and the
problems which must be solved in the future. The reader is referred to the following
papers for more general reviews: Furui, 1986a; Furui, 1989; Furui, 1991; Furui, 1994;
O’Shaughnessy, 1986; Rosenberg & Soong, 1991.

1.8 Spoken Language Understanding®

Patti Price
SRI International, Menlo Park, California, USA

1.8.1 Overview

Spoken language understanding involves two primary component technologies (each
covered elsewhere in this volume): speech recognition (SR), and natural language (NL)
understanding. The integration of speech and natural language has great advantages:
To NL, SR can bring prosodic information (information important for syntax and se-
mantics but not well represented in text); NL can bring to SR additional knowledge
sources (e.g., syntax and semantics). For both, integration affords the possibility of
many more applications than could otherwise be envisioned, and the acquisition of new
techniques and knowledge bases not previously represented. The integration of these
technologies presents technical challenges, and challenges related to the quite different
cultures, techniques and beliefs of the people representing the component technologies.

61 am grateful to Victor Zue for many very helpful suggestions.



40 Chapter 1: Spoken Language Input

In large part, NL research has grown from symbolic systems approaches in com-
puter science and linguistics departments. The desire to model language understanding
is often motivated by a desire to understand cognitive processes and, therefore, the
underlying theories tend to be from linguistics and psychology. Practical applications
have been less important than increasing intuitions about human processes. Therefore,
coverage of phenomena of theoretical interest—usually the more rare phenomena—has
traditionally been more important than broad coverage.

Speech recognition research, on the other hand, has largely been practiced in en-
gineering departments. The desire to model speech is often motivated by a desire to
produce practical applications. Techniques motivated by knowledge of human pro-
cesses have therefore been less important than techniques that can be automatically
developed or tuned, and broad coverage of a representative sample is more important
than coverage of any particular phenomenon.

There are certainly technical challenges to the integration of SR and NL. However,
progress toward meeting these challenges has been slowed by the differences outlined
above. Collaboration can be inhibited by differences in motivation, interests, theoret-
ical underpinnings, techniques, tools, and criteria for success. However, both groups
have much to gain from collaboration. For the SR engineers, human language under-
standing provides an existence proof, and needs to be taken into account, since most
applications involve interaction with at least one human. For the Al NL researchers,
statistical and other engineering techniques can be important tools for their inquiries.

A survey of the papers on SR and NL in the last five to ten years indicates that there
is growing interest in the use of engineering techniques in NL investigations. Although
the use of linguistic knowledge and techniques in engineering seems to have lagged,
there are signs of growth as engineers tackle the more abstract linguistic units. These
units are more rare, and therefore more difficult to model by standard, data-hungry
engineering techniques.

1.8.2 State of the Art

Evaluation of spoken language understanding systems (see chapter 13) is required to
estimate the state of the art objectively. However, evaluation itself has been one of
the challenges of spoken language understanding. A brief survey of spoken language
understanding work in Europe, Japan and the U.S. is surveyed briefly below, and eval-
uation will be discussed in the following section.

Several sites in Canada, Europe and Japan have been researching spoken language
understanding systems, including INRS in Canada, LIMSI in France, KTH in Swe-
den, the Center for Language Technology in Denmark, SRI International and DRA
in the UK, Toshiba in Japan. The five year ESPRIT SUNDIAL project, which con-
cluded in August 1993, involved several sites and the development of prototypes for
train timetable queries in German and Italian and flight queries in English and French.
All these systems are described in articles in Eurospeech (1993). The special issue
of Speech Communication on Spoken Dialogue (Shirai & Furui, 1994), also includes
several system descriptions, including those from NTT, MIT, Toshiba, and Canon.

In the ARPA program, the air travel planning domain has been chosen to support
evaluation of spoken language systems (Pallett, 1991; Pallett, 1992; Pallett, Dahlgren, et al., 1992;
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Pallett, Fisher, et al., 1990; Pallett, Fiscus, et al., 1993; Pallett, Fiscus, et al., 1994; Pallett, Fiscus, et al., 1995).
Vocabularies for these systems are usually about 2000 words. The speech and language

are spontaneous, though fairly planned (since people are typically talking to a machine

rather than to a person, and often use a push-to-talk button). The speech recognition

utterance error rates in the December 1994 benchmarks was about 13% to 25%. The

utterance understanding error rates range from 6% to 41%, although about 25% of

the utterances are considered unevaluable in the testing paradigm, so these figures do

not consider the same set (Pallett, 1991; Pallett, 1992; Pallett, Dahlgren, et al., 1992;

Pallett, Fisher, et al., 1990; Pallett, Fiscus, et al., 1993; Pallett, Fiscus, et al., 1994; Pallett, Fiscus, et al., 1995).
For limited domains, these error rates may be acceptable for many potential applica-

tions. Since conversational repairs in human-human dialogue can often be in the ranges

observed for these systems, the bounding factor in applications may not be the error

rates so much as the ability of the system to manage and recover from errors.

1.8.3 Evaluation of Spoken Language Understanding Systems

The benchmarks for spoken language understanding involve spontaneous speech input
usually involving a real system, and sometimes with a human in the loop. The systems
are scored in terms of the correctness of the response from the common database of
information, including flight and fare information. Performing this evaluation auto-
matically requires human annotation to select the correct answer, define the minimal
and maximal answers accepted, and to decide whether the query is ambiguous and/or
answerable. The following sites participated in the most recent benchmarks for spo-
ken language understanding: AT&T Bell Laboratories, Bolt Beranek and Newman,
Carnegie Mellon University, Massachusetts Institute of Technology, MITRE, SRI In-
ternational, and Unisys. Descriptions of these systems appear in ARPA (1995b).

There is a need to reduce the costs of evaluation, and to improve the quality of
evaluations. One limitation of the current methodology is that the evaluated systems
must be rather passive, since the procedure does not generally allow for responses
that are not a database response. This means that the benchmarks do not assess an
important component of any real system: its ability to guide the user and to provide
useful information in the face of limitations of the user or of the system itself. This
aspect of the evaluation also forces the elimination of a significant portion of the data
(about 25% in the most recent benchmark). Details on evaluation mechanisms are
included in chapter 13. Despite the imperfections of these benchmarks, the sharing
of ideas and the motivational aspects of the common benchmarks have yielded a great
deal of technology transfer and communication.

1.8.4 Challenges

The integration of SR and NL in applications is faced with many of the same challenges
that each of the components face: accuracy, robustness, portability, speed, and size, for
example. However, the integration also gives rise to some new challenges as well, in-
cluding: integration strategies, coordination of understanding components with system
outputs, the effective use in NL of a new source of information from SR (prosody, in
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particular), and the handling of spontaneous speech effects (since people do not speak
the way they write). Each of these areas will be described briefly below.

Integration

Several mechanisms for the communication among components have been explored.
There is much evidence that human speech understanding involves the integration of
a great variety of knowledge sources, including knowledge of the world or context,
knowledge of the speaker and/or topic, lexical frequency, previous uses of a word or a
semantically related topic, facial expressions, and prosody, in addition to the acoustic
attributes of the words. In SR, tighter integration of components has consistently led to
improved performance, and tight integration of SR and NL has been a rather consistent
goal. However, as grammatical coverage increases, standard NL techniques can be-
come computationally difficult. Further, with increased coverage, NL tends to provide
less constraint for SR.

The simplest approach of integration is simply to concatenate an existing speech
recognition system and an existing NL system. However, this is sub-optimal for several
reasons. First, it is a very fragile interface and any errors that might be in the speech
recognition system are propagated to the NL system. Second, the speech system does
not then have a chance to take advantage of the more detailed syntactic, semantic and
other higher level knowledge sources in deciding on what the words are. It is well
known that people rely heavily on these sources in deciding what someone has said.

Perhaps the most important reason for the sub-optimality of a simple concatenation
is the fact that the writing mode differs greatly from the speaking mode. In the written
form, people can create more complex sentences than in the spoken form because they
have more time to think and plan. Readers have more time than do listeners to think
and review, and they have visual cues to help ascertain the structure. Further, most in-
stances of written text are not created in an interactive mode. Therefore, written com-
munications tend to be more verbose than verbal communications. In non-interactive
communications, the writer (or speaker in a non-interactive monologue) tries to foresee
what questions a reader (or listener) may have. In an interactive dialogue, a speaker
can usually rely on the other participant to ask questions when clarification is necessary,
and therefore it is possible to be less verbose.

Another important difference between the written and spoken mode is that the spo-
ken mode is strictly linear. A writer can pause for days or months before continuing
a thought, can correct typos, can rearrange grammatical constructions and revise the
organization of the material presented without leaving a trace in the result the reader
sees. In spoken language interactions, every pause, restart, revision and hesitation has
a consequence available to the listener. These effects are outlined further in the section
on spontaneous speech below.

The differences between speaking and writing are compounded by the fact that
most NL work has focussed on the written form, and if spoken language has been
considered, except for rare examples such as Hindle (1983), it has largely been based
on intuitions about the spoken language that would have occurred if not for the noise
of spontaneous speech effects. As indicated in the overview, coverage of interesting
linguistic phenomena has been a more important goal than testing coverage on occur-
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ring samples, written or spoken. More attention has been paid to correct analyses of
complete sentences than to methods for recovery of interpretations when parses are in-
complete, with the exceptions of some robust parsing techniques which still require a
great deal more effort before they can be relied on in spoken language understanding
systems (see section 3.7).

Because of the differences between speaking and writing, statistical models based
on written materials will not match spoken language very well. With NL analyses
based predominantly on complete parsing of grammatically correct sentences (based
on intuitions of grammaticality of written text), traditional NL analyses often do very
poorly when faced with transcribed spontaneous speech. Further, very little work has
considered spontaneous effects. In sum, simple concatenation of existing modules does
not, in general, tend to work very well.

To combat the mismatch between existing SR and NL modules, two trends have
been observed. The first is an increased use of semantic, as opposed to syntactic gram-
mars (see section 3.6). Such grammars rely on finding an interpretation without re-
quiring grammatical input (where grammatical may be interpreted either in terms of
traditional text-book grammaticality, or in terms of a particular grammar constructed
for the task). Because semantic grammars focus on meaning in terms of the particu-
lar application, they can be more robust to grammatical deviations (see section 3.6).
The second observed trend is the n-best interface. In the face of cultural and tech-
nical difficulties related to a tight integration, n-best integration has become popu-
lar. In this approach, the connection between SR and NL can be strictly serial: one
component performs its computation, sends it to another component, and that result
is sent to yet another module. The inherent fragility of the strictly serial approach
is mitigated by the fact that SR sends NL not just the best hypothesis from speech
recognition, but the n-best (where N may be on the order of 10 to 100 sentence hy-
potheses). The NL component can then score hypotheses for grammaticality and/or
use other knowledge sources to determine the best-scoring hypothesis. Frequently, the
more costly knowledge sources are saved for this rescoring. More generally, there are
several passes, a progressive search in which the search space is gradually narrowed
and more knowledge sources are brought to bear. This approach is computationally
tractable and accommodates great modularity of design. The (D)ARPA, ESCA Eu-
rospeech and ICSLP proceedings over the past several years contain several examples
of the n-best approach and ways of bringing higher level knowledge sources to bear
in SR (DARPA, 1990; DARPA, 1991a; DARPA, 1992a; ARPA, 1993a; ARPA, 1994;
ARPA, 1995a; Eurospeech, 1989; Eurospeech, 1991; Eurospeech, 1993; ICSLP, 1990;
ICSLP, 1992; ICSLP, 1994). In addition, the special issue of Speech Communication
on Spoken Dialogue (Shirai & Furui, 1994) contains several contributions investigat-
ing the integration of SR and NL.

Coordination of Understanding Components with System Outputs

With few exceptions, current research in spoken language systems has focused on the
input side; i.e., the understanding of spoken input. However, many if not most po-
tential applications involve a collaboration between the human and the computer. In
many cases, spoken language output is an appropriate means of communication that



44 Chapter 1: Spoken Language Input

may or may not be taken advantage of. Telephone-based applications are particularly
important, since their use in spoken language understanding systems can make access
to crucial data as convenient as the nearest phone, and since voice is the natural and
(except for the as yet rare video-phones) usually the only modality available. Spoken
outputs are also crucial in speech translation. The use of spoken output technologies,
covered in more detail in chapter 5, is an important challenge to spoken language sys-
tems. In particular, we need reliable techniques to:

e decide when it is appropriate to provide a spoken output in conjunction with
some other (e.g., screen-based) output and/or to instigate a clarification dialogue
in order to recover from a potential misunderstanding,

e generate the content of spoken output given the data representation, context and
dialogue state, and coordinate it with other outputs when present,

e synthesize a natural, easily interpreted and appropriate spoken version of the
response taking advantage of the context and dialogue state to emphasize certain
information or to express urgency, for example, and

e coordinate spoken outputs to guide the user toward usage better adapted to sys-
tem capabilities.

Since people tend to be very cooperative in conversation, a system should not out-
put structures it is not capable of understanding. By coordinating inputs and outputs,
the system can guide the user toward usage better adapted to the particular system. Not
doing so can be very frustrating for the user.

Prosody

Prosody can be defined as the suprasegmental information in speech; that is, informa-
tion that cannot be localized to a specific sound segment, or information that does not
change the segmental identity of speech segments. For example, patterns of variation
in fundamental frequency, duration, amplitude or intensity, pauses, and speaking rate
have been shown to carry information about such prosodic elements as lexical stress,
phrase breaks, and declarative or interrogative sentence form. Prosody consists of a
phonological aspect (characterized by discrete, abstract units) and a phonetic aspect
(characterized by continuously varying acoustic correlates).

Prosodic information is a source of information not available in text-based systems,
except insofar as punctuation may indicate some prosodic information. Prosody can
provide information about syntactic structure, it can convey discourse information, and
it can also relay information about emotion and attitude. Surveys of how this can be
done appear in Price and Ostendorf (1995); Shirai and Furui (1994); ESCA (1993).

Functionally, in languages of the world, prosody is used to indicate segmentation
and saliency. The segmentation (or grouping) function of prosody may be related more
to syntax (with some relation to semantics), while the saliency or prominence function
may play a larger role in semantics than in syntax. To make maximum use of the
potential of prosody will require tight integration, since the acoustic evidence needs to
inform abstract units in syntax, semantics, discourse, and pragmatics.
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Spontaneous Speech

The same acoustic attributes that indicate much of the prosodic structure (pitch and
duration patterns) are also very common in aspects of spontaneous speech that seem to
be more related to the speech planning process than to the structure of the utterance.
For example, an extra long syllable followed by a pause can indicate either a large
boundary that may be correlated with a syntactic boundary, or that the speaker is trying
to plan the next part of the utterance. Similarly, a prominent syllable may mean that
the syllable is new or important information, or that it replaces something previously
said in error.

Disfluencies (e.g., um, repeated words, and repairs or false starts) are common in
normal speech. It is possible that these phenomena can be isolated, e.g., by means of a
posited edit signal, by joint modeling of intonation and duration, and/or by models that
take into account syntactic patterns. However, modeling of speech disfluencies is only
beginning to be modeled in spoken language systems. Two recent Ph.D. theses survey
this topic (Lickley, 1994; Shriberg, 1994).

Disfluencies in human-human conversation are quite frequent, and a normal part of
human communication. Their distribution is not random, and, in fact, may be a part
of the communication itself. Disfluencies tend to be less frequent in human-computer
interactions than in human-human interactions. However, the reduction in occurrences
of disfluencies may be due to the fact that people are as yet not comfortable talking
to computers. They may also be less frequent because there is more of an opportunity
for the speaker to plan, and less of a potential for interruption. As people become in-
creasingly comfortable with human-computer interactions and concentrate more on the
task at hand than on monitoring their speech, disfluencies can be expected to increase.
Speech disfluencies are a challenge to the integration of SR and NL since the evidence
for disfluencies is distributed throughout all linguistic levels, from phonetic to at least
the syntactic and semantic levels.

1.8.5 Future Directions

Although there have been significant recent gains in spoken language understanding,
current technology is far from human-like: only systems in limited domains can be
envisioned in the near term, and the portability of existing techniques is still rather
limited. On the near horizon, application areas that appear to be a good match to tech-
nology include those that are naturally limited, for example database access (probably
the most popular task across languages). With the rise in cellular phone use, and as
rapid access to information becomes an increasingly important economic factor, tele-
phone access to data and telephone transactions will no doubt rise dramatically. Merg-
ers of telecommunications companies with video and computing companies will also
no doubt add to the potential for automatic speech understanding.

While such short-term applications possibilities are exciting, if we can successfully
meet the challenges outlined in previous sections, we can envision an information rev-
olution on par with the development of writing systems. Spoken language is still the
means of communication used first and foremost by humans, and only a small percent-
age of human communication is written. Automatic spoken language understanding



46 Chapter 1: Spoken Language Input

can add many advantages normally associated only with text: random access, sorting,
and access at different times and places. Making this vision a reality will require signif-
icant advances in the integration of SR and NL, and, in particular, the ability to better
model prosody and disfluencies.
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Chapter 2

Written Language I nput

2.1 Overview

Sargur N. Srihari & Rohini K. Srihari
State University of New York at Buffalo, New York, USA

The written form of language is contained in printed documents, such as newspapers,
magazines and books, and in handwritten matter, such as found in notebooks and per-
sonal letters. Given the importance of written language in human transactions, its au-
tomatic recognition has practical significance. This overview describes the nature of
written language, how written language is transduced into electronic data and the na-
ture of written language recognition algorithms.

2.1.1 Written Language

Fundamental characteristics of writing are:
1. it consists of artificial graphical marks on a surface;
2. its purpose is to communicate something;

3. this purpose is achieved by virtue of the mark’s conventional relation to language
(Coulmas, 1989).

Although speech is a sign system that is more natural than writing to humans, writing
is considered to have made possible much of culture and civilization.

Different writing systems, or scripts, represent linguistic units, words, syllables
and phonemes, at different structural levels. In alphabetic writing systems, principal
examples of which are the Latin, Greek and Russian scripts, alphabets are the primitive
elements, or characters, which are used to represent words. Several languages such
as English, Dutch, French, etc, share the Latin script. The Devanagari script, which
represents syllables as well as alphabets, is used by several Indian languages, including
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Hindi. The Chinese script, which consists of ideograms, is an alternative to alphabets.
The Japanese script consists of the Chinese ideograms (Kanji) and syllables (Kana).
There are roughly two dozen different scripts in use today (ignoring minor differences
in orthography, as between English and French).

Each script has its own set of icons, known as characters or letters, that have certain
basic shapes. Each script has its rules for combining the letters to represent the shapes
of higher level linguistic units. For example, there are rules for combining the shapes
of individual letters so as to form cursively written words in the Latin alphabet.

In addition to linguistic symbols, each script has a representation for numerals, such
as the Arabic-Indic digits used in conjunction with the Latin alphabet. In addition, there
are icons for special symbols found on keyboards.

2.1.2 Transducers

Since the invention of the printing press in the fifteenth century by Johannes Gutenberg
(an invention whose principal elements included the movable type, an alloy for letter
faces, printing mechanism and oil-based ink), most of archived written language has
been in the form of printed paper documents. In such documents, text is presented as a
visual image on a high contrast background, where the shapes of characters belong to
families of type fonts.

Paper documents, which are an inherently analog medium, can be converted into
digital form by a process of scanning and digitization. This process yields a digital
image. For instance, a typical 8.5 x 11 inch page is scanned at a resolution of 300 dots
per inch (dpi) to create a gray-scale image of 8.4 megabytes. The resolution is depen-
dent on the smallest font size that needs reliable recognition, as well as the bandwidth
needed for transmission and storage of the image. A typical fax image of a page is a
binary image scanned at a resolution of 200 dpi along the scan line and 100 dpi along
the paper feed direction.

More recently, it has become possible to store and view electronically prepared
documents as formatted pages on a computer graphics screen, where the scanning and
recognition process is eliminated. However, the elimination of printed paper docu-
ments is hardly likely, due to the convenience and high-contrast they offer in compari-
son with the bulky computer screens of today.

Written language is also encountered in the form of handwriting inscribed on paper
or registered on an electronically sensitive surface. Handwriting data is converted to
digital form either by scanning the writing on paper or by writing with a special pen
on an electronic surface such as a Liquid Crystal Display (LCD). The two approaches
are distinguished as off-line and on-line handwriting. In the on-line case, the two-
dimensional coordinates of successive points of the writing are stored in order— thus
the order of strokes made by the writer are readily available. In the off-line case, only
the completed writing is available as an image. The on-line case deals with a one-
dimensional representation of the input, whereas the off-line case involves analysis of
the two-dimensional image. The raw data storage requirements are widely different,
e.g., the data requirements for an average cursively written word are: 230 bytes in the
on-line case (sampling at 100 samples/sec), and 80 Kb in the off-line case (sampling
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at 300 dpi). The recognition rates reported are also much higher for the on-line case in
comparison with the off-line case.

2.1.3 Recognition

Written language recognition is the task of transforming language represented in its
spatial form of graphical marks into its symbolic representation. For English orthog-
raphy, this symbolic representation is typically the ASCII representation of text. The
characters of most written languages of the world are representable today in the form
of the Unicode (Unicode Consortium, The, 1990).

We discuss here many of the issues in the recognition of English orthography, for
printed text as well as handwriting. The central tasks are character recognition and
word recognition. A necessary preprocessing step for recognizing written language is
the spatial issue of locating and registering the appropriate text when there are complex
two-dimensional spatial layouts employed. The latter task is referred to as document
image analysis.

Character Recognition

The basic problem is to assign the digitized character into its symbolic class. In the
case of a print image, this is referred to as Optical Character Recognition (OCR)
(Srihari & Hull, 1992). In the case of handprint, it is referred to as Intelligent Char-
acter Recognition (ICR).

The typical classes are the upper- and lower-case characters, the ten digits, and
special symbols such as the period, exclamation mark, brackets, dollar and pound signs,
etc. A pattern recognition algorithm is used to extract shape features and assign the
observed character into the appropriate class. Artificial neural networks have emerged
as fast methods for implementing classifiers for OCR. Algorithms based on nearest-
neighbor methods have higher accuracy, but are slower.

Recognition of characters from a single font family on a well-printed paper docu-
ment can be done very accurately. Difficulties arise when there are decorative fonts,
many fonts to be handled, , or when the document is of poor quality. Some examples
of poor quality machine-printed and handwritten characters are shown in Figure 2.1.
In the difficult cases, it becomes necessary to use models to constrain the choices at the
character and word levels. Such models are essential in handwriting recognition due to
the wide variability of handprinting and cursive script.

A word recognition algorithm attempts to associate the word image to choices
in a lexicon. Typically, a ranking is produced. This is done either by the analyt-
ical approach of recognizing the individual characters or by the holistic approach
of dealing with the entire word image. The latter approach is useful in the case of
touching printed characters and handwriting. A higher level of performance is ob-
served by combining the results of both approaches. In the off-line unconstrained
handwritten word recognition problem, recognition rates of 95%, 85% and 78% have
been reported for the top choice for lexicon sizes of 10, 100 and 1,000 respectively
(Govindaraju, Shekhawat, et al., 1993).
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Figure 2.1: Examples of low-quality machine-printed characters involving segmenta-
tion difficulties (a) and handwritten characters (b).

In the on-line case, larger lexicons are possible for the same accuracy; a top choice
recognition rate of 80% with pure cursive words and a 21,000 word lexicon has been
reported (Seni & Srihari, 1994).

Language Models

Language models are useful in recovering strings of words after they have been passed
through a noisy channel, such as handwriting or print degradation. The most important
model for written language recognition is the lexicon of words. The lexicon, in turn, is
determined by linguistic constraints, e.g., in recognizing running text, the lexicon for
each word is constrained by the syntax, semantics and pragmatics of the sentence.

The performance of a recognition system can be improved by incorporating statis-
tical information at the word sequence level. The performance improvement derives
from selection of lower-rank words from the word recognition output when the sur-
rounding context indicates such selection makes the entire sentence more probable.
Lexical techniques such as collocational analysis can be used to modify word neigh-
borhoods generated by a word recognizer. Modification includes re-ranking, deleting or
proposing new word candidates. Collocations are word patterns that occur frequently
in language; intuitively, if word A is present, there is a high probability that word B is
also present.

Methods to apply linguistic knowledge include: n-gram word models, n-gram class
(e.g., part-of-speech) models, context-free grammars, and stochastic context-free gram-
mars.  An example of a handwritten sentence together with recognition choices pro-
duced by a word recognizer and grammatically determined correct paths are shown
in Figure 2.2. An increase in top choice word recognition rate from 80% to 95% is
possible with the use of language models (Srihari & Baltus, 1993).

Document Image Analysis

Interaction with written language recognition is the task of document image analysis. It
involves determining the physical (spatial) and logical structure of document content.
There is wide variability in the structure of documents, as in the case of newspapers,
magazines, books, forms, letters and handwritten notes. In the case of a newspaper
page, the objective of document analysis is to:
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he o Amck

he will — call<— pen when —— he us back
she7 with  will \youlwere be N is/ bank
me wide

Figure 2.2; Handwritten Sentence Recognition. The path through top word choices is
determined using part-of-speech tags.

1. determine spatial extent of document segments and to associate appropriate la-
bels with them, e.g., half-tone photographs, text, graphics, separating lines, etc.,

2. group image parts into meaningful units, e.g., figure and caption, heading, sub-
heading, etc.,

3. determine reading order of blocks of text.

Document image analysis involves traditional image processing operations to printed
text, such as enhancement, gray-scale image binarization, texture analysis, segmenta-
tion, etc. Additional difficult problems in the case of handwriting are: separation of
lines of text, separation of words within a line and the separation of touching charac-
ters.

2.1.4 Future Directions

Research on automated written language recognition dates back several decades. To-
day, cleanly printed text in documents with simple layouts can be recognized reliably
by off-the-shelf OCR software. There is also some success with handwriting recog-
nition, particularly for isolated handprinted characters and words, e.g., in the on-line
case, the recently introduced personal digital assistants have practical value. Most
of the off-line successes have come in constrained domains such as postal addresses
(Cohen, Hull, et al., 1991), bank checks, and census forms. The analysis of documents
with complex layouts, recognition of degraded printed text, and the recognition of run-
ning handwriting, continue to remain largely in the research arena. Some of the major
research challenges in recognizing handwriting are in: word and line separation, seg-
mentation of words into characters, recognition of words when lexicons are large and
use of language models in aiding preprocessing and recognition.

2.2 Document Image Analysis

Richard G. Casey
IBM Almaden Research Center, San Jose, California, USA
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Document analysis, or more precisely, document image analysis, is the process that
performs the overall interpretation of document images. This process is the answer to
the question, “How is everything that is known about language, document formatting,
image processing and character recognition combined in order to deal with a particular
application?” Thus, document analysis is concerned with the global issues involved in
recognition of written language in images. It adds to OCR a superstructure that estab-
lishes the organization of the document and applies outside knowledge in interpreting
it.

The process of determining document structure may be viewed as guided by a
model, explicit or implicit, of the class of documents of interest. The model describes
the physical appearance and the relationships between the entities that make up the
document. OCR is often at the final level of this process, i.e., it provides a final encod-
ing of the symbols contained in a logical entity such as paragraph or table, once the
latter has been isolated by other stages. However, it is important to realize that OCR
can also participate in determining document layout. For example, as part of the pro-
cess of extracting a newspaper article, the system may have to recognize the character
string, continued on page 5, at the bottom of a page image, in order to locate the entire
text.

In practice then, a document analysis system performs the basic tasks of image
segmentation, layout understanding, symbol recognition and application of contextual
rules, in an integrated manner (Wong, Casey, et al., 1982; Nagy, Seth, et al., 1985). Cur-
rent work in this area can be summarized under four main classes of applications.

2.2.1 Text Documents

The ultimate goal for text systems can be termed inverse formatting or completion
of the Gutenberg loop, meaning that a scanned printed document is translated back
into a document description language from which it could be accurately reprinted if
desired. At the research level, this has been pursued in domains such as technical
papers, business letters and chemical structure diagrams (Tsujimoto & Asada, 1992;
Schiirmann et al., 1992; Nagy, Seth, et al., 1985). Some commercial OCR systems pro-
vide limited inverse formatting, producing codes for elementary structures such as
paragraphs, columns, and tables (Bokser, 1992). Current OCR systems will detect,
but not encode, halftones and line drawings.

In certain applications, less than total interpretation of the document is required. A
system for indexing and retrieving text documents may perform only a partial recog-
nition. For example, a commercially available retrieval system for technical articles
contains a model of various journal styles, assisting it to locate and recognize the title,
author, and abstract of each article, and to extract keywords. Users conduct searches
using the encoded material, but retrieve the scanned image of desired articles for read-

ing.

2.2.2 Forms

Forms are the printed counterparts of relations in a data base. A typical form con-
sists of an n-tuple of data items, each of which can be represented as an ordered
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pair (item name, item value). OCR is used to recognize the item value; more gen-
eral document analysis operations may be needed in order to identify the item name
(Casey et al., 1992).

The capability for locating items on a form, establishing their name class, and en-
coding the accompanying data values has many applications in business and govern-
ment. Form documents within a single enterprise and single application are highly
repetitive in structure from one example to the next. In such a case the model for the
document can consist largely of physical parameters whose values are estimated from
sample documents. Such systems for gathering form data are commercially available.
The Internal Revenue Service of the U.S. has recently granted a large contract to au-
tomate processing of scanned income tax forms. This will require extraction of data
from a large variety of forms, as well as adaptation to perturbations of a single form
resulting from different printing systems.

2.2.3 Postal Addresses and Check Reading

These applications are characterized by a well-defined logical format (but a highly
variable physical layout), and a high degree of contextual constraint on the symbolic
data (Srihari, 1992). The latter is potentially very useful in the attainment of high
accuracy. Contextual rules can modify OCR results to force agreement of city names
and postal codes, for example, or to reconcile numeric dollar amounts on checks with
the written entry in the legal amount field. Contextual constraints can also assist in the
detection of misrecognized documents, so that these can be handled by manual or other
processes. While pieces of mail and checks are actually a subclass of form documents,
the large amount of effort invested in these problems justifies listing them separately.

Current equipment in use for these applications make limited use of contextual
information, and is limited to reading postal codes in the case of handwritten addresses,
or numeric amounts for checks. Postal machines now in development will read the
complete address field and obtain greater accuracy by applying contextual constraints.
At the same time they will provide a higher granularity in the sorting of mail. In the
U.S., for example, new machines are planned to arrange pieces of mail into delivery
order for the route of individual postmen.

2.2.4 Line Drawings

Much of the activity in this area centers on entry of engineering drawings to Computer-

Assisted Design / Computer-Assisted Manufacture (CADCAM) systems (Kasturi, Sira, et al., 1990;
Vaxiviere & Tombre, 1992). A project for input of integrated circuit diagrams has re-

ported cost-efficient conversion of drawings compared with conventional manual input.

This project offers evidence that new circuits can most efficiently be created on paper

and then encoded by recognition processes. The claim is that this is better than direct

input at a terminal, due to the small screen sizes on present-day equipment. A commer-

cial version of such a system is available. Other research in progress aims at obtaining

3-D models for multiple views in drawings of manufactured parts. Research progress

has also been reported in conversion of land-use maps.



66 Chapter 2: Written Language Input

2.2.5 Future Directions

One source of motivation for work in document analysis has been the great increase
in image systems for business and government. These systems provide fast storage,
recall and distribution of documents in workflow processing and other applications.
Document analysis can help with the indexing for storage and recall, and can partition
the image into subregions of interest for convenient access by users.

In the near future, such capabilities will be extended to the creation of electronic li-
braries which will likewise benefit from automatic indexing and formatting services. In
the longer range, efforts will increase to interpret more of the information represented
in the stored images, in order to provide more flexible retrieval and manipulation facil-
ities (Dengel et al., 1992).

How will document analysis capabilities have to improve to meet future needs?
There is a strong need to incorporate context, particularly language context, into the
models that govern document analysis systems. Over 35 years of research and devel-
opment have still not been able to produce OCR based on shape that has the accuracy
of human vision. Contextual knowledge must be invoked in order both to minimize
errors and to reject documents that can not be interpreted automatically. An important
research issue here is how to define such constraints in a generic way, such that they
can easily be redefined for different applications. Beyond this, how are such rules to be
converted to software that integrates with recognition processes, in order to optimize
performance?

Linguistic analysis may not simply be a postprocessing stage in future document
analysis systems. Modern recognition processes often perform trial segmentation of
character images and choose the best segmentation from a set of alternatives using
recognition confidence as a guide. Such an operation might be performed most reliably
if it were implemented as a sequential process, with contextual rules governing the
choice of the sequence.

In order to facilitate future progress in document analysis, there is a need for a
number of scanned document data bases, each representative of a different class of
documents: text, engineering drawings, addresses, forms, handwritten manuscripts,
etc. Currently such collections are limited to text-oriented documents. With access to
common research material, different researchers will be able to compare results and
gain greater benefit from each other’s efforts.

2.3 OCR: Print

Abdel Belaid
CRIN/CNRS & INRIA, Nancy, Lorraine, France

Currently, there is considerable motivation to provide computerized document analysis
systems. Giant steps have been made in the last decade, both in terms of technological
supports and in software products. Character recognition (OCR) contributes to this
progress by providing techniques to convert large volumes of data automatically. There
are so many papers and patents advertising recognition rates as high as 99.99%; this
gives the impression that automation problems seem to have been solved. However, the
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failure of some real applications show that performance problems subsist on composite
and degraded documents (i.e., noisy characters, tilt, mixing of fonts, etc.) and that there
is still room for progress. Various methods have been proposed to increase the accuracy
of optical character recognizers. In fact, at various research laboratories, the challenge
is to develop robust methods that remove as much as possible the typographical and
noise restrictions, while maintaining rates similar to those provided by limited-font
commercial machines.

There is a parallel analogy between the various stages of evolution of OCR systems
and those of pattern recognition. To overcome the recognition deficiency, the classical
approach focusing on isolated characters has been replaced with more contextual tech-
niques. The opening of OCR domain to document recognition leads to combination of
many strategies such as document layout handling, dictionary checking, font identifica-
tion, word recognition, integration of several recognition approaches with consensual
voting, etc.

The rest of this section is devoted to a summary of the state of the art in the do-
main of printed OCR (similar to the presentations in Impedovo, Ottaviano, et al., 1991;
Govindan & Shivaprasad, 1990; Nadler, 1984; Mantas, 1986), by focussing attention
essentially on the new orientations of OCR in the document recognition area.

2.3.1 Document Image Analysis Aspects

Characters are arranged in document lines following some typesetting conventions
which we can use to locate characters and find their style. Typesetting rules can help
in distinguishing such characters as s from 5, h from n, and g from 9, which often can
be confused in multifont context (Kahan, Pavlidis, et al., 1987). They can also limit
the search area according to characters’ relative positions and heights with respect to
the baseline (Luca & Gisotti, 1991a; Luca & Gisotti, 1991b; Kanai, 1990). The role of
typesetting cues to aid document understanding is discussed by Holstege, Inn, et al. (1991).

Layout Segmentation

Location of characters in a document is always preceded by a layout analysis of the doc-
ument image. The layout analysis involves several operations such as determining the
skew, separating picture from text, and partitioning the text into columns, lines, words,
and connected components. The portioning of text is effected through a process known
as segmentation. A survey of segmentation techniques is given in Nadler (1984).

Character Building

In building character images, one is often confronted with touching or broken char-
acters that occur in degraded documents (such as fax, photocopy, etc.). It is still
challenging to develop techniques for properly segmentating words into their char-
acters. Kahan, Pavlidis, et al. (1987) detected touching characters by evaluation of
vertical pixel projection. They executed a branch-and-bound search of alternative
splittings and merges of symbols, pruned by word-confidence scores derived from
symbol confidence. Tsujimoto and Asada (1991) used a decision tree for resolving
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ambiguities. Casey and Nagy (1982) proposed a recursive segmentation algorithm.
Liang, Ahmadi, et al. (1993) added contextual information and a spelling checker to
this algorithm to correct errors caused by incorrect segmentation. Bayer (1987) pro-
posed a hypothesis approach for merging and splitting characters. The hypotheses are
tested by several experts to see whether they represent a valid character. The search is
controlled by the A* algorithm resolving backtracking processing. The experts com-
prise the character classifier and a set of algorithms for context processing.

Font Consideration

A document reader must cope with many sources of variations, notably that of font
and size of the text. In commercial devices, the multifont aspect was for a long time
neglected for the benefit of speed and accuracy, and substitution solutions were pro-
posed. At first, to cater for some institutions, the solution was to work on customized
fonts (such as OCR-A and OCR-B) or on a selected font from a trained library to min-
imize the confusion between similar looking characters. The accuracy was quite good,
even on degraded images, provided the font is carefully selected. However, recogni-
tion scores drop rapidly when fonts or sizes are changed. This is due to the fact that
the limitation to one font naturally promotes the use of simple and sensitive pattern
recognition algorithms, such as template matching (Duda & Hart, 1973).

In parallel with commercial investigations, the literature proposed multifont recog-
nition systems that are based on typographical features. Font information is inherent in
the constituent characters (Rubinstein, 1988) and feature-based methods are less font
sensitive (Srihari, 1984; Ullman, 1973; Kahan, Pavlidis, et al., 1987). Two research
paths were taken with multifont machines. One gears towards the office environ-
ment. This introduced systems which can be trained by the user to read any given font
(Schurmann, 1978; Shlien, 1988; Belaid & Anigbogu, 1991; Anigbogu & Belaid, 19914a;
Anigbogu & Belaid, 1991b). The system is only able to recognize a font from among
those learned. The others try to be font independent. The training is based on pattern
differentiation, rather than on font differentiation (Lam & Baird, 1987; Baird, Kahan, et al., 1986;
Baird & Fossey, 1991).

2.3.2 Character Recognition
Feature Extraction

This step is crucial in the context of document analysis, where several variations may
be caused by a number of different sources: geometric transformation because of low
data quality, slant and stroke width variation because of font changing, etc. It seems
reasonable to look for features which are invariant and which capture the character-
istics of the character by filtering out all attributes which make the same character
assume different appearances. The classifier could store a single prototype per charac-
ter. Schurmann, Bartneck, et al. (1992) applies normalizing transformations to reduce
certain well-defined variations as far as possible. The inevitably remaining variations
are left for learning by statistical adaptation of the classifier.
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Character Learning

The keys of printed character learning are essentially training set and classification
adaptation to new characters and new fonts. The training set can be given either by user
or extracted directly from document samples. In the first case, the user selects the fonts
and the samples to represent each character in each font and then guides the system to
create models as in Anigbogu and Belaid (1991b). Here, the user must use sufficient
number of samples in each font according to the difficulty of its recognition. However,
it is difficult in an omnifont context to collect a training set of characters having the
expected distribution of noise and pitch size. Baird (1990) suggested parameterized
models for imaging defects, based on a variety of theoretical arguments and empirical
evidence. In the second case, the idea is to generate the training set directly from
document images chosen from a wide variety of fonts and image quality and to reflect
the variability expected by the system (Bokser, 1992). The problem here is that one is
not sure that all valid characters are present.

Contextual Processing

Contextual processing attempts to overcome the shortcoming of decisions made on the
basis of local properties and to extend the perception on relationships between charac-
ters into word. Most of the techniques try to combine geometric information, as well as
linguistic information. See Srihari and Hull (1985) for an overview of these techniques.
Anigbogu and Belaid (1991a); Anigbogu and Belaid (1991b); Belaid and Anigbogu (1991)
used hidden Markov models for character and word modeling. Characters are merged
into groups which are matched against words in a dictionary using the Ratcliff/Obershelp
pattern matching method. In a situation where no acceptable words are found, the list
of confused characters is passed through a Viterbi net and the output is taken as the
most likely word. The bigram and character position-dependent probabilities used for
this purpose were constructed from a French dictionary of some 190,000 words. The
word-level recognition stands at over 98%.

2.3.3 Commercial Products

Commercial OCR machines came in practically at the beginning of 1950s and have
evolved in parallel with research investigations. The first series of products heavily
relied on customized fonts, good printing quality and very restricted document layout.
Nowadays, we can find a vast range of products, more powerful than the previous ones.
Among these are certain hand-held scanners, page readers, and integrated flat-bed and
document readers. The tendency is to use the fax machine as an image sensor. Instead
of printing the fax message on paper, it is taken directly as input to an OCR system. It
is to be noted that the obtained images are of a poor quality. The challenge in this area
is the development of high performing tools to treat degraded text that give results as
good as those of classical OCRs.

OCR s used in three main domains: the banking environment for data entry and
checking, office automation for text entry, and the post office for mail sorting. We can
find many surveys on commercial products in Mori, Suen, et al. (1992); Mantas (1986);
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Bokser (1992); Nagy (1992). Recently, the Information Science Research Institute had
the charge to test technologies for OCR from machine printed documents. A complete
review has been published (Nartker, Rice, et al., 1994) giving a benchmark of different
products in use in the U.S. market.

2.3.4 Future Directions

We have attempted to show that OCR is an essential part of the document analysis
domain. Character recognition cannot be achieved without typesetting cues to help
the segmentation in a multifont environment. We have also shown the unavoidable re-
course to linguistic context; the analysis must be extended to this domain. The training
still remains the weak side of OCR for now, as it is difficult to generate a training set
of characters which includes all the variability the system will be expected to handle.
Finally, real-world OCR requires the combination of a variety of different techniques to
yield high recognition scores (Anigbogu & Belaid, 1991b; Ho, 1992). For this reason,
the tendency is to combine the results of many OCR systems in order to obtain the best
possible performance.

2.4 OCR: Handwriting

Claudie Faure & Eric Lecolinet
Télécom Paris, Paris, France

2.4.1 The Domain

For more than thirty years, researchers have been working on handwriting recognition.
As in the case of speech processing, they have aimed at designing systems able to
understand personal encoding of natural language.

Over the last few years, the number of academic laboratories and companies in-
volved in research on handwriting recognition has continually increased. Simultane-
ously, commercial products have become available. This new stage in the evolution of
handwriting processing results from a combination of several elements: improvements
in recognition rates, the use of complex systems integrating several kinds of informa-
tion, the choice of relevant application domains, and new technologies such as high
quality high speed scanners and inexpensive, powerful CPUs. A selection of recent
publications on this topic include: Impedovo (1994); IWFHR (1993); Plamondon (1993);
Pavlidis and Mori (1992); Impedovo and Simon (1992); Wang (1991).

Methods and recognition rates depend on the level of constraints on handwriting.
The constraints are mainly characterized by the types of handwriting, the number of
scriptors, the size of the vocabulary and the spatial layout. Obviously, recognition be-
comes more difficult when the constraints decrease. Considering the types of Roman
script (roughly classified as hand printed, discrete script and cursive script), the diffi-
culty is lower for handwriting produced as a sequence of separate characters than for
cursive script, which has much in common with continuous speech recognition. For



2.4 OCR: Handwriting 71

other writing systems, character recognition is hard to achieve, as in the case of Kanji
which is characterized by complex shapes and a huge number of symbols.

The characteristics which constrain handwriting may be combined in order to de-
fine handwriting categories for which the results of automatic processing are satis-
factory. The trade-off between constraints and error rates give rise to applications in
several domains. The resulting commercial products have proved that handwriting pro-
cessing can be integrated into working environments. Most efforts have been devoted
to mail sorting, bank check reading, forms processing in administration and insurance.
These applications are of great economic interest, each of them concerning millions of
documents.

Mail sorting is a good illustration of the evolution in the domain. In this case, the
number of writers is unconstrained. In the early stages, only ZIP code was recognized.
Then, cities (and states such as in the U.S.) were processed, implying the recognition of
several types of handwriting: hand printed, cursive, or a mixture of both. The use of the
redundancy between the ZIP code and the city name, as well as redundancy between
numeral and literal amounts in bank checks, shows that combining several sources of
information improves the recognition rates. Today, the goal is to read the full address,
down to the level of the information used by the individual carrier. This necessitates
precisely extracting the writing lines, manipulating a very large vocabulary and using
contextual knowledge as the syntax of addresses (such as in the case of reading the
literal amount of checks, the use of syntactic rules improves the recognition).

These new challenges bring the ongoing studies closer to unconstrained handwrit-
ten language processing, the ultimate aim. The reading of all of the handwritten and
printed information present on a document is necessary to process it automatically, to
use content dependent criteria to store, access and transmit it and to check its con-
tent. Automatic handwritten language processing will also allow one to convert and to
handle manuscripts produced over several centuries within a computer environment.

2.4.2 Methods and Strategies

Recognition strategies heavily depend on the nature of the data to be recognized. In the
cursive case, the problem is made complex by the fact that the writing is fundamentally
ambiguous, because the letters in the word may be linked together, poorly written, or
even missing. On the contrary, hand printed word recognition is more related to printed
word recognition, the individual letters composing the word being usually much easier
to isolate and to identify. As a consequence of this, methods working on a letter basis
(i.e., based on character segmentation and recognition) are well suited to hand printed
word recognition, while cursive scripts require more specific and/or sophisticated tech-
niques. Inherent ambiguity must then be compensated for by the use of contextual
information.

Intense activity was devoted to the character recognition problem during the seven-
ties and the eighties and pretty good results have been achieved (Mori, Suen, et al., 1992).
Current research is instead focusing on large character sets like Kanji and on the recog-
nition of handwritten Roman words. The recognition of handwritten characters being
much related to printed character recognition, we will mainly focus on cursive word
recognition.



72 Chapter 2: Written Language Input

Character Recognition

Character Recognition techniques can be classified according to two criteria: the way
preprocessing is performed on the data and the type of the decision algorithm.

Preprocessing techniques include three main categories: the use of global trans-
forms (correlation, Fourier descriptors, etc.), local comparison (local densities, inter-
sections with straight lines, variable masks, characteristic loci, etc.) and geometrical or
topological characteristics (strokes, loops, openings, diacritical marks, skeleton, etc.).

Depending on the type of preprocessing stage, various kinds of decision methods
have been used, including statistical methods, neural networks, structural matchings
(on trees, chains, etc.) and stochastic processing (Markov chains, etc.). Many recent
methods mix several techniques together in order to obtain improved reliability, despite
great variation in handwriting.

Handwritten Word Recognition

As pointed out in the chapter overview, two main types of strategies have been applied
to this problem since the beginning of research in this field: the holistic approach and
the analytical approach (Lecolinet & Baret, 1994; Lorette & Lecourtier, 1993; Hull, Ho, et al., 1992;
Simon, Baret, et al., 1994). In the first case recognition is globally performed on the
whole representation of words and there is no attempt to identify characters individu-
ally.

The main advantage of holistic methods is that they avoid word segmentation
(Rocha & Pavlidis, 1993). Their main drawback is that they are related to a fixed
lexicon of word descriptions: as these methods do not rely on letters, words are di-
rectly described by means of features and adding new words to the lexicon requires
human training or the automatic generation of word descriptions from ASCII words.
These methods are generally based on dynamic programming (DP) (edit distance, DP-
matching, etc.) or model-discriminant hidden Markov models.

Analytical strategies deal with several levels of representation, corresponding to in-
creasing levels of abstraction (usually the feature level, the grapheme or pseudo-letter
level and the word level). Words are not considered as a whole but as sequences of
smaller size units, which must be easily related to characters in order to make recogni-
tion independent from a specific vocabulary.

These methods are themselves subclassed into two categories: analytical methods
with explicit (or external) segmentation, where grapheme or pseudo-letter segmenta-
tion takes place before recognition (Lecolinet & Crettez, 1991) and analytical methods
with implicit (or internal) segmentation (Burges, Matan, et al., 1992; Chen, Kundu, et al., 1992)
which perform segmentation and recognition simultaneously (segmentation is then a
by-product of recognition). In both cases, lexical knowledge is heavily used to help
recognition. This lexical knowledge can either be described by means of a lexicon of
ASCII words (which is often represented by means of a lexical tree) or by statistical
information on letter co-occurrence (n-grams, transitional probabilities, etc.). The ad-
vantage of letter-based recognition methods is that the vocabulary can be dynamically
defined and modified without the need for word training.

Many techniques initially designed for character recognition (like neural networks,
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Burges, Matan, et al., 1992) have been incorporated to analytical methods for recogniz-
ing tentative letters or graphemes. The contextual phase is generally based on dynamic
programming and/or Markov chains (edit distance, Viterbi algorithm, etc.). Fruitful re-
search has been realized in recent years in the field of analytic recognition with implicit
segmentation using various kinds of hidden Markov models (Chen, Kundu, et al., 1992).

2.4.3 Future Directions

Exploitable results can already be obtained when the data is sufficiently constrained.
Commercial products are already available for hand printed character recognition in
forms and recent research projects have shown that cursive word recognition is feasi-
ble for small lexicons and/or when strong sentence syntax is provided. For instance,
recognition rates of 95% (respectively 90%) or more have been obtained for lexicons of
American city names whose size varies between 10 and 100 (respectively 1000) words
(Kimura, Shridhar, et al., 1993).
Recent studies show the emergence of two promising tendencies:

1. hybrid systems that combine several recognition techniques

2. the use of contextual analysis at word, sentence or text level to predict or confirm
word recognition.

This is already the direction that several major research teams have decided to follow
(Hull, 1994) and there is no doubt that contextual analysis will be a field of intense
research and achievements in the next few years.

2.5 Handwriting as Computer Interface

Isabelle Guyon & Colin Warwick
AT&T Bell Laboratories, Holmdel, New Jersey, USA

2.5.1 Pen Computers: Dream and Reality

Pen computers (Forman & Zahorjan, 1994) offer an interesting alternative to paper.
One can write directly on a Liquid Crystal Display (LCD) screen with a stylus or pen.
The screen has an invisible sensitive matrix which records the position of the pen on the
surface. The trajectory of the pen appears almost instantaneously on the screen giving
the illusion of ink (electronic ink). Handwriting recognition allows text and computer
commands to be entered.

While nothing opposes the idea of a computer that would use multiple input modal-
ities, including speech, keyboard and pen, some applications call for a pen-only com-
puter interface: in a social environment, speech does not provide enough privacy; for
small hand-held devices and for large alphabet (e.g., Chinese), the keyboard is cumber-
some. Applications are humerous: personal organizer, personal communicator, note-
book, data acquisition device for order entries, inspections, inventories, surveys, etc.
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The dream is to have a computer that looks like paper, feels like paper but is better
than paper. Currently, paper is the most popular medium for sketching, note taking and
form filling, because it offers a unique combination of features: light, cheap, reliable,
available almost everywhere any time, easy to use, flexible, foldable, pleasing to the
eye and to the touch, silent. But paper also has its drawbacks: in large quantities it is no
longer light and cheap, it is hard to reuse and recycle, difficult to edit, expensive to copy
and to mail, and inefficient to transform into computer files. With rapid technology
progress, electronic ink could become cheaper and more convenient than paper, if only
handwriting recognition worked.

As of today, the mediocre quality of handwriting recognition has been a major ob-
stacle to the success of pen computers. Users report that it is “too inaccurate, too slow
and too demanding for user attention” (Chang & Scott MacKenzie, 1994). The entire
pen computing industry is turning its back on handwriting and reverting to popup key-
boards. On small surfaces, keypad tapping is difficult and slow: 10-21 words per
minute, compared to 15-18 wpm for handprint and 20-32 wpm for a full touch screen
keyboard. However, it remains the preferred entry mode because of its low error rate:
less than 1% for the speed quoted, compared to 5-6% with a state-of-the-art recognizer
(CIC) (MacQueen, Scott MacKenzie, et al., 1994; Chang & Scott MacKenzie, 1994). In
one of our recent studies, we discovered that a good typist tolerates only up to 1%
error using a special keyboard that introduced random typing errors at a software-
controllable rate; 0.5% error is unnoticeable; 2% error is intolerable! (Warwick, 1995)
Human subjects make 4—-8% error for isolated letters read in the absence of context and
1.5% error with the context of the neighboring letters (Wilkinson, Geist, et al., 1992;
Geist et al., 1994). Therefore, the task of designing usable handwriting recognizers for
pen computing applications is tremendously hard. Human recognition rates must be
reached and even outperformed.

2.5.2 The State of the Art in On-line Handwriting Recognition

The problem of recognizing handwriting recorded with a digitizer as a time sequence of
pen coordinates is known as on-line handwriting recognition. In contrast, off-line hand-
writing recognition refers to the recognition of handwritten paper documents which are
optically scanned.

The difficulty of recognition varies with a number of factors:

e Restrictions on the number of writers.

o Constraints on the writer: entering characters in boxes or in combs, lifting the
pen between characters, observing a certain stroke order, entering strokes with a
specific shape.

e Constraints on the language: limiting the number of symbols to be recognized,
limiting the size of the vocabulary, limiting the syntax and/or the semantics.

Until the beginning of the nineties, on-line handwriting recognition research was
mainly academic and most results were reported in the open literature (Tappert, Suen, et al., 1990).
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The situation has changed in the past few years with the rapid growth of the pen com-
puting industry. Because of the very harsh competition, many companies no longer
publish in peer-reviewed literature and no recent general survey is available.

In the last few years, academic research has focussed on cursive script recognition
(Plamondon, 1995c; Lecolinet & Baret, 1994). Performances are reported on different
databases and are difficult to compare. It can be said, with caution, that the state of
the art for writer independent recognition of isolated English cursive words, with an
alphabet of 26 letters and a vocabulary of 5,000-10,000 words, is between 5% and
10% character error rate and between 15% and 20% word error rate.

Most commercial recognizers perform writer independent recognition and can rec-
ognize characters, words or sentences, with either characters written in boxes or combs,
or in run-on mode with pen-lifts between characters (e.g., CIC, AT&T-EO, Grid, IBM,
Microsoft, Nestor). In addition, those systems recognize a set of gestures and can be
trained with handwriting samples provided by the user. Some companies provide rec-
ognizers for both Latin and Kanji alphabets (e.g., CIC). Companies like Paragraph In-
ternational and Lexicus offer cursive recognition. Palm Computing recently introduced
a recognizer for a simplified alphabet (similarly as Goldberg & Richardson, 1993). It
presumably reaches below 1% error, but a controlled benchmark has yet to be per-
formed.

AT&T-GIS anonymously tested seven Latin alphabet recognizers, including five
commercial recognizers, using an alphabet of 68 symbols (uppercase, lowercase, digits
and six punctuation symbols) on two different tasks (Allen, Hunter, et al., 1994):

e The recognition of isolated characters written in boxes;

e The recognition of American addresses written in run-on mode on a baseline,
without the help of boxes or combs, but with pen-lifts between characters. The
vocabulary list was not disclosed.

The first task imposes constraints on the writer, but not on the language. Without any
contextual information given by neighboring characters which are part of a same word
or sentence, it is impossible to distinguish between the digit “0,” the letter “O,” and the
letter “0.” Even humans make errors in such cases, which we call legitimate errors. If
all errors are counted, including the legitimate errors, the best recognizer has a 19%
error rate. This error-rate is reduced by more than half if legitimate errors are removed.
On such a data set, humans still make approximately half as many errors. Much higher
recognition rates are obtained on subsets of the characters set which do not contain
intrinsic ambiguities. For instance, less than 2% error can be obtained on digits only,
which is close to the human performance on the same task.

The second task imposes less constraints on the writer, thus characters are harder
to segment. However, the recognizers can use neighboring letters to determine relative
character positions and relative sizes, which is helpful to discriminate between upper-
case and lowercase letters. Using only such limited contextual information, the best
recognizer has a 30% character error rate (including insertions, substitutions and dele-
tions). Use can also be made of a model of language to help correcting recognition
mistakes. The performance of the best recognizer using an English lexicon and a let-
ter trigram model was 20% character error. Humans perform considerably better than
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machines on this task and make only a small percentage of errors.

2.5.3 A Brief Review of On-line Handwriting Recognition Tech-
niques

Considerably more effort has been put into developing algorithms for Optical Charac-
ter Recognition (OCR) and speech recognition than for on-line handwriting recogni-
tion. Consequently, on-line handwriting recognition, which bears similarity to both,
has been borrowing a lot of techniques from these.

There is a natural temptation to convert pen trajectory data to pixel images and pro-
cess them with an OCR recognizer. But, the on-line handwriting recognition problem
has a number of distinguishing features which must be exploited to get best results:

e Preprocessing operations such as smoothing, deslanting, deskewing, and de-
hooking and feature extraction operations such as the detection of line orienta-
tions, corners, loops and cusps are easier and faster with the pen trajectory data
than on pixel images.

e Discrimination between optically ambiguous characters (for example, “j” and
“:”) may be facilitated with the pen trajectory information.

e Segmentation operations are facilitated by using the pen-lift information, par-
ticularly for handprinted characters.

o Immediate feed-back is given by the writer, whose corrections can be used to
further train the recognizer.

Another temptation is to use the pen trajectory as a temporal signal and process it
with a speech recognizer. Other problems arise:

e Stroke reordering is usually necessary, to get rid of stroke order variability and
of the problem of delayed strokes.

e Data unfolding in a purely one-dimensional representation may result in losing
direct reference to the two-dimensional structure of the data.

Classically, on-line recognizers consist of a preprocessor, a classifier which pro-
vides estimates of probabilities for the different categories of characters (or other sub-
word units) and a dynamic programming postprocessor (often a hidden Markov model),
which eventually incorporates a language model (ICDAR, 1993; Hanson, Cowan, et al., 1993;
ICASSP, 1994). The system has usually adjustable parameters whose values are deter-
mined during a training session. The Expectation Maximization (EM) algorithm (or its
K-means approximation) is used to globally optimize all parameters.

While all postprocessors are very similar, a wide variety of classifiers have been
used, including statistical classifiers, Bayesian classifiers, decision trees, neural net-
works and fuzzy systems. They present different speed/accuracy/memory trade-offs
but none of them significantly outperforms all others in every respect. On-line sys-
tems also differ from one another in data representations, ranging from 2-dimensional
maps of pixels or features to temporal sequences of features, and from local low level
features to the encoding of entire strokes.
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2.5.4 Future Directions

Only a few years ago, cursive handwriting recognition seemed out of reach. Today the
dream has become reality. Yet, recognizers currently available are still disappointing
to users. There is a wide margin for improvement which should challenge researchers
and developers.

Because of the lack of success of the first generation of pen computers, the industry
is currently focusing on two kinds of products:

e Data acquisition devices for form filling applications requiring only a limited al-
phabet and allowing very constrained grammars or language models. Users such
as commercial agents would be willing to print characters in boxes or combs.

e Personal Digital Assistants combining agenda, address book and telecommuni-
cations facilities (phone, fax and mail). Users would want to use natural uncon-
strained handwriting, cursive or handprinted.

In the short term, to meet the accuracy requirements of industry applications, it
is important to focus on simplified recognition tasks such as limited vocabulary hand-
printed character recognition. In the long term, however, research should be challenged
by harder tasks, such as large vocabulary cursive recognition.

Hardware constraints presently limit commercial recognizers but the rapid evolu-
tion of computer hardware ensures that within two to three years discrepancies between
the processing power of portable units and today’s workstations will disappear. There-
fore, it seems reasonable to use as a metric the processing power of today’s worksta-
tions and concentrate most of the research effort on improving recognition accuracy
rather than optimizing algorithms to fulfill today’s speed and memory requirements.

To be able to read cursive writing, humans make use of sources of information that
are still seldom taken into account in today’s systems:

e claborate language models;
e writing style models.

The success of incorporating both kind of models in speech recognition systems is an
encouragement for handwriting recognition researchers to pursue in that direction.

Finally, there is often a large discrepancy between the error rate obtained in lab-
oratory experiments and those obtained in the field. Recognizers should be tested, as
far as possible, in realistic conditions of utilization, or at least on realistic test data.
With projects such as UNIPEN (Guyon, Schomaker, et al., 1994), it will be possible to
exchange a wide variety of data and organize public competitions.

2.6 Handwriting Analysis

Rejean Plamondon
Ecole Polytechnique de Montréal, Montréal, Québéc, Canada
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2.6.1 Problem Statement

As in many well-mastered tasks, human subjects generally work at the highest and most
efficient level of abstraction possible when reading a handwritten document. When
difficulties are encountered in decyphering a part of the message using one level of
interpretation, they often switch to a lower level of representation to resolve ambigu-
ities. In this perspective, the lower levels of knowledge, although generally used in
the background, constitute a cornerstone on which a large part of the higher and more
abstract process levels relies. For example, according to motor theories of perception,
it is assumed that motor processes enter into genesis of percepts and that handwriting
generation and perception tasks interact and share sensorimotor information. Cursive
script recognition or signature verfication tasks therefore require, directly or indirectly,
an understanding of the handwriting generation processes.

Consistent with these hypotheses, some design methodologies incorporate this the-
oretical framework in the development of automatic handwriting processing systems.
So far, numerous models have been proposed to study and analyze handwriting (Plamondon & Maarse, 1989;
Plamondon, Suen, et al., 1989; Galen & Stelmach, 1993; Faure, Lorette, et al., 1994). De-
pending on the emphasis placed on the symbolic information or on the connectionist ar-
chitecture, two complementary approaches have been followed: top-down and bottom-
up. The top-down approach has been developed mainly by those researchers interested
in the study and application of the various aspects of the high-level motor processes:
fundamental unit of movement coding, command sequencing and retrieval, movement
control and learning, task complexity, etc. The bottom-up approach has been used by
those interested in the analysis and synthesis of the low-level neuromuscular processes.
For this latter approach to be of interest in the study of the perceptivomotor strategies
involved in the generation and perception of handwriting, two criteria must be met. On
the one hand, a model should be realistic enough to reproduce specific pentip trajec-
tories almost perfectly and, on the other, its descriptive power should be such that it
provides consistent explanations of the basic properties of single strokes (asymmetric
bell-shaped velocity profiles, speed accuracy trade-offs, etc.). In other words, the most
interesting bottom-up models should allow the link to be made between the symbolic
and connectionist approaches.

2.6.2 A Model of the Handwriting Generation System

A serious candidate model for a basic theory of human movement generation, in the
sense that it addresses some of the key problems related to handwriting generation
and perception, is based on two basic assumptions. First, it supposes that fast hand-
writing, like any other highly skilled motor process, is partially planned in advance
(Lashley, 1987; van der Gon & Thuring, 1965), with no extra control during the execu-
tion of a continuous trace of handwritten text, hereafter called a string (Plamondon, 1989b).
Second, it assumes some form of rotation invariance in movement representation and
uses differential geometry to describe a handwritten string by its change of line curva-
ture as a function of the curvilinear abscissa (Plamondon, 1989a).

In this context, a string can be described by a sequence of virtual targets that have
to be reached within a certain spatial precision to guarantee the message legibility.
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Each individual stroke can be seen as a way to map these targets together in a specific
two-dimensional space. To produce a continuous and fluent movement, it is necessary
to superimpose these discrete movement units in time; that is, to start a new stroke,
described by its own set of parameters, before the end of the previous one. This su-
perimposition process is done vectorially in a 2D space. A complex velocity pattern,
representing a word, thus emerges from the vectorial addition of curvilinear strokes.

A general way to look at the impulse response of a specific controller, say the
module controller, is to consider the overall sets of neural and muscle networks in-
volved in the production of a single stroke as a synergetic linear system, producing a
curvilinear velocity profile from an impulse command of amplitude D occurring at g
(Plamondon, 1992). The curvilinear velocity profile thus directly reflects the impulse
response H;_., of neuromuscular synergy.

The mathematical description of this impulse response can be specified by con-
sidering each controller as composed of two systems that represent the sets of neural
and muscular networks involved in the generation of the agonist and antagonist activ-
ities resulting in a specific movement (Plamondon, 1995b). Although various forms
of interaction and coupling between these two systems probably exist throughout the
process, we assume that their global effect can be taken into account at the very end
of the process by subtracting the two outputs. If so, each of the systems constituting a
controller can be considered as a linear time-invariant system and the output of a con-
troller as the difference between the impulse responses of the agonist and antagonist
systems, weighed by the respective amplitude of their input commands. The math-
ematical description of an agonist or antagonist impulse response can be specified if
the sequential aspects of the various processing steps occurring within a system are
taken into account. Indeed, as soon as an activation command is given, a sequence of
processes goes into action. The activation command is propagated and a series of neu-
romuscular networks react appropriately to it. Due to the internal coupling between
each of the subprocesses, one stage is activated before the activation of the previous
one is completed. Within one synergy, the coupling between the various subprocesses
can thus be taken into account by linking the time delays of each subprocess.

Using a specific coupling function and making an analogy between this function
and the predictions of the central-limit theorem, as applied to the convolution of a large
number of positive functions, it is predicted that the impulse response of a system under
the coupling hypothesis will converge toward a log-normal curve (Plamondon, 1995b),
provided that the individual impulse response of each subsystem meets some very gen-
eral conditions (real, normalized and non-negative, with a finite third moment and
scaled dispersion). So, under these conditions, the output of the module or the direction
controller will be described by the weighted difference of two lognormals, hereafter
called a delta lognormal equation (Plamondon, 1995b).

In this context, the control of the velocity module can now be seen as resulting
from the simultaneous activation (at t = tq) of a controller made up of two antagonistic
neuromuscular systems, with a command of amplitude D, and D, respectively. Both
systems react to their specific commands with an impulse response described by a
lognormal function, whose parameters characterize the time delay and the response
time of each process (Plamondon, 1995b).

One of the most stringent conclusions of this model, apart from its consistency
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with the major psychophysical phenomena regularly reported in studies dealing with
speed/accuracy trade-offs, is that the angular component of the velocity vector just
emerges from this superimposition process and is not controlled independently by a
specific delta lognormal generator (Plamondon, 1995a). Each string is thus made up of
a combination of curvilinear strokes, that is, curvilinear displacements characterized by
delta-lognormal velocity profiles. Strokes can be described in terms of nine different
parameters: tg, the time occurrence of a synchronous pair of input commands; D and
D5, the amplitude of agonist and antagonist commands respectively; p1, p2 and o1, o2,
the logtime delays and the logresponse times of the agonist and the antagonist systems;
6y and Cy, the initial postural conditions, that is, stroke orientation and curvature. In
this general context, a curvilinear stroke is thus defined as a portion of the pentip tra-
jectory that corresponds to the curvilinear displacement resulting from the production
of a delta-lognormal velocity profile, produced by a specific generator in response to
a specific pair of impulse commands fed into it. These strokes are assumed to be the
fundamental units of human handwriting movement and serve as the coding elements
of the motor plan used in trajectory generation.

2.6.3 Testing the Model

Several comparative studies have been conducted to test and validate this model (Plamondon, Alimi, et al., 1993;
Alimi & Plamondon, 1994; Alimi & Plamondon, 1993). Without entering into the de-

tails of each study, let us simply point out that it was concluded that the delta equation

was the most powerful in reconstructing curvilinear velocity profiles and that its param-

eters were consistent with the hierarchical organization of the movement generation

system. Computer simulations have also demonstrated that the delta lognormal model

predicts the majority of phenomena consistently reported by many research groups

studying the velocity profiles of simple movements (Plamondon, 1995b).

2.6.4 Conclusion

Further, the delta lognormal model provides a realistic and meaningful way to ana-
lyze and describe handwriting generation and provides information that can be used,
in a perceptivomotor context to tackle recognition problems. lIts first practical appli-
cation has been the development of a model-based segmentation framework for the
partitioning of handwriting (Plamondon, 1992) and its use in the development of an
automatic signature verification system (Plamondon, 1994b). Based on this model,
a multilevel signature verification system was developed (Plamondon, 1994a), which
uses three types of representations based on global parameters and two other based
on functions. The overall verification is performed using a step wise process at three
distinct levels, using personalized decision thresholds.

2.6.5 Future Directions

As long as we partially succeed in processing handwriting automatically by computer,
we will see on-line tools designed to help children learn to write appearing on the mar-
ket, as well as intelligent electronic notebooks, signature verification, and recognition
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systems, not to mention the many automated off-line systems for processing written
documents.

In order to see these newest inventions (all of which are dedicated to the popular-
ization of handwriting) take shape, become a reality, and not be relegated to the status
of laboratory curios, a great deal of research will be required, and numerous theoret-
ical and technological breakthroughs must occur. Specifically, much more time and
money must be spent on careful research and development, but with less of the fervor
that currently prevails. False advertising must be avoided at all costs when techno-
logical breakthroughs are made, when development is still far from complete and any
undue optimism arising from too many premature expectations risks compromising the
scientific achievement.

In this perspective, multidisciplinarity will play a key role in future developments.
Handwriting is a very complex human task that involves emotional, rational, linguistic
and neuromuscular functions. Implementing any pen-based system requires us to take
a few of these aspects into account. To do so, we have to understand how we control
movements and how we perceive line images. Any breakthrough in the field will come
from a better modeling of these underlying processes at different levels with various
points of view. The intelligent integration of these models into functional systems will
require the cooperation of scientists from numerous complementary disciplines. Itis a
real challenge for patient theoreticians.
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We understand larger textual units by combining our understanding of smaller ones.
The main aim of linguistic theory is to show how these larger units of meaning arise
out of the combination of the smaller ones. This is modeled by means of a grammar.
Computational linguistics then tries to implement this process in an efficient way. It
is traditional to subdivide the task into syntax and semantics, where syntax describes
how the different formal elements of a textual unit, most often the sentence, can be
combined and semantics describes how the interpretation is calculated.

In most language technology applications the encoded linguistic knowledge, i.e.,
the grammar, is separated from the processing components. The grammar consists of
a lexicon, and rules that syntactically and semantically combine words and phrases
into larger phrases and sentences. A variety of representation languages have been de-
veloped for the encoding of linguistic knowledge. Some of these languages are more
geared towards conformity with formal linguistic theories, others are designed to facil-
itate certain processing models or specialized applications.

Several language technology products on the market today employ annotated phrase-
structure grammars, grammars with several hundreds or thousands of rules describing
different phrase types. Each of these rules is annotated by features, and sometimes
also by expressions, in a programming language. When such grammars reach a certain
size they become difficult to maintain, to extend, and to reuse. The resulting systems
might be sufficiently efficient for some applications but they lack the speed of pro-
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cessing needed for interactive systems (such as applications involving spoken input) or
systems that have to process large volumes of texts (as in machine translation).

In current research, a certain polarization has taken place. Very simple grammar
models are employed, e.g., different kinds of finite-state grammars that support highly
efficient processing. Some approaches do away with grammars altogether and use sta-
tistical methods to find basic linguistic patterns. These approaches are discussed in
section 3.7. On the other end of the scale, we find a variety of powerful linguistically
sophisticated representation formalisms that facilitate grammar engineering. An ex-
haustive description of the current work in that area would be well beyond the scope
of this overview. The most prevalent family of grammar formalisms currently used
in computational linguistics, constraint based formalisms, is described in short in sec-
tion 3.3. Approaches to lexicon construction inspired by the same view are described
in section 3.4.

Recent developments in the formalization of semantics are discussed in section 3.5.

The computational issues related to different types of sentence grammars are dis-
cussed in section 3.6. Section 3.7 evaluates how successful the different techniques are
in providing robust parsing results, and section 3.2 addresses issues raised when units
smaller than sentences need to be parsed.

3.2 Sub-Sentential Processing?

Fred Karlsson® & Lauri Karttunen®

¢ University of Helsinki, Finland
® Rank Xerox Research Centre, Meylan, France

3.2.1 Morphological Analysis

In the last ten to fifteen years, computational morphology has advanced further towards
real-life applications than most other subfields of natural language processing. The
quest for an efficient method for the analysis and generation of word-forms is no longer
an academic research topic, although morphological analyzers still remain to be written
for all but the commercially most important languages. This survey concentrates on
the developments that have lead to large-scale practical analyzers, leaving aside many
theoretically more interesting issues.

To build a syntactic representation of the input sentence, a parser must map each
word in the text to some canonical representation and recognize its morphological prop-
erties. The combination of a surface form and its analysis as a canonical form and
inflection is called a lemma.

The main problems are:

1. morphological alternations: the same morpheme may be realized in different
ways depending on the context.

1By sub-sentential processing we mean morphological analysis, morphological disambiguation, and
shallow (light) parsing.
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2. morphotactics: stems, affixes, and parts of compounds do not combine freely, a
morphological analyzer needs to know what arrangements are valid.

A popular approach to 1 is the cut-and-paste method. The canonical form is derived
by removing and adding letters to the end of a string. The best known ancestor of these
systems is MITalk’s DECOMP, dating back to the 1960s (Allen, Hunnicutt, et al., 1987).
The MORPHOGEN system (Petheroudakis, 1991) is a commercial toolkit for creating
sophisticated cut-and-paste analyzers. In the MAGIC system (Schiiller, Zierl, et al., 1993),
cut-and-paste rules are applied in advance to produce the right allomorph for every al-
lowed combination of a morpheme.

The use of finite-state technology for automatic recognition and generation of word
forms was introduced in the early 1980s. It is based on the observation (Johnson, 1972;
Kaplan & Kay, 1994) that rules for morphological alternations can be implemented by
finite-state transducers. It was also widely recognized that possible combinations of
stems and affixes can be encoded as a finite-state network.

The first practical system incorporating these ideas is the two-level model (Koskenniemi, 1983;
Karttunen, 1993; Antworth, 1990; Karttunen & Beesley, 1992; Ritchie, Russell, et al., 1992;
Sproat, 1992). Itis based on a set of linked letter trees for the lexicon and parallel finite-
state transducers that encode morphological alternations. A two-level recognizer maps
the surface string to a sequence of branches in the letter trees using the transducers and
computes the lemma from information provided at branch boundaries.

In a related development during the 1980s, it was noticed that large spellchecking
wordlists can be compiled to surprisingly small finite-state automata (Appel & Jacobson, 1988;
Lucchesi & Kowaltowski, 1993). An automaton containing inflected word forms can
be upgraded to a morphological analyzer, for example, by adding a code to the end
of the inflected form that triggers some predefined cut-and-paste operation to produce
the lemma. The RELEX lexicon format, developed at the LADL institute in Paris in
the late 1980s, is this kind of combination of finite-state and cut-and-paste methods
(Revuz, 1991; Roche, 1993).

Instead of cutting and pasting it at runtime, the entire lemma can be computed in
advance and stored as a finite-state transducer whose arcs are labeled by a pair of forms
(Tzoukermann & Liberman, 1990). The transducer format has the advantage that it can
be used for generation as well as analysis. The number of nodes in this type of network
is small, but the number of arc-label pairs is very large as there is one symbol for each
morpheme-allomorph pair.

A more optimal lexical transducer can be developed by constructing a finite-state
network of lexical forms, augmented with inflectional tags, and composing it with a
set of rule transducers (Karttunen & Beesley, 1992; Karttunen, 1993). The arcs of the
network are labeled by a pair of individual symbols rather than a pair of forms. Each
path through the network represents a lemma.

Lexical transducers can be constructed from descriptions containing any number of
levels. This facilitates the description of phenomena that are difficult to describe within
the constraints of the two-level model.

Because lexical transducers are bidirectional, they are generally non-deterministic
in both directions. If a system is only to be used for analysis, a simple finite-state
network derived just for that purpose may be faster to operate.
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3.2.2  Morphological Disambiguation

Word-forms are often ambiguous. Alternate analyses occur because of categorial homonymy,
accidental clashes created by morphological alternations, multiple functions of affixes,
or uncertainty about suffix and word boundaries. The sentential context normally de-
cides which analysis is appropriate. This is called disambiguation.

There are two basic approaches to disambiguation: rule-based and probabilistic.
Rule-based taggers Greene and Rubin (1971); Karlsson, Voutilainen, et al. (1994) typ-
ically leave some of the ambiguities unresolved but make very few errors; statistical
taggers generally provide a fully disambiguated output but they have a higher error
rate.

Probabilistic (stochastic) methods for morphological disambiguation have been
dominant since the early 1980s. One of the earliest is Constituent-Likelihood Auto-
matic Word-tagging System (CLAWS), developed for tagging the Lancaster-Oslo/Bergen
Corpus of British English in 1978-1983 (Marshall, 1983).

CLAWS uses statistical optimization over n-gram probabilities to assign to each
word one of 133 part-of-speech tags. The success rate of CLAWS?2 (an early version)
is 96-97% (Garside, Leech, et al., 1987). An improved version, CLAWS4, is used for
tagging the 100-million-word British National Corpus (Leech, Garside, et al., 1994). It
is based on a tagset of 61 tags. Similar success rates as for CLAWS, i.e., 95-99%, have
been reported for English in many studies, e.g., Church (1988); De Rose (1988).

Most of the stochastic systems derive the probabilities from a handtagged training
corpus. Probabilistic taggers based on a hidden Markov model can also be trained on an
untagged corpus with a reported success rate of around 96% for English (Kupiec, 1992;
Cutting, Kupiec, et al., 1992; Elworthy, 1993).

The accuracy of probabilistic taggers for English has remained relatively constant
for the past ten years under all of the various methods. This level has recently been sur-
passed by a rule-based disambiguator (Karlsson, Voutilainen, et al., 1994; Voutilainen, 1994).
The system consists of some 1,100 disambiguation rules written in Karlsson’s Con-
straint Grammar formalism. The accuracy in running text is 99.7% if 2—6% of the
words are left with the most recalcitrant morphological ambiguities pending. Standard
statistical methods can be applied to provide a fully disambiguated output.

3.2.3 Shallow Parsing

We use the term shallow syntax as a generic term for analyses that are less complete
than the output from a conventional parser. The output from a shallow analysis is not
a phrase-structure tree. A shallow analyzer may identify some phrasal constituents,
such as noun phrases, without indicating their internal structure and their function in
the sentence. Another type of shallow analysis identifies the functional role of some of
the words, such as the main verb, and its direct arguments.

Systems for shallow parsing normally work on top of morphological analysis and
disambiguation. The basic purpose is to infer as much syntactic structure as possible
from the lemmata, morphological information, and word order configuration at hand.
Typically, shallow parsing aims at detecting phrases and basic head/modifier relations.
A shared concern of many shallow parsers is the application to large text corpora.
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Frequently partial analyses are allowed if the parser is not potent enough to resolve all
problems.

Church (1988) has designed a stochastic program for locating simple noun phrases
which are identified by inserting appropriate brackets, [...]. Thus, a phrase such as a
former top aide would be bracketed as a noun phrase on the basis of the information
available in separately coded morphological tags, in the following example: AT (ar-
ticle), AP (attributive adjective), and NN (common singular noun): [a/AT former/AP
top/NN aide/NN]. Hindle’s parser Fidditch (Hindle, 1989) provides an annotated sur-
face structure, especially phrase structure trees. It has been applied to millions of
words.

The IBM/Lancaster approach to syntax is based on probabilistic parsing methods
which are tested and refined using as reference corpus a manually bracketed set of
sentences (Black, Garside, et al., 1993). These sentences are partly skeleton parsed,
i.e., clear constituents are bracketed but difficult problems may be left open.

The PEG (PLNLP English Grammar) is a broad-coverage system for lexical, mor-
phological, and syntactic analysis of running English text (Jensen & Heidorn, 1993).
It provides approximate parses if all requisite information is not available. Rules are
available for ranking alternative parses. For many sentences, PEG provides thorough
syntactic analyses.

The TOSCA parser for English created in Nijmegen (Oostdijk, 1991) is represen-
tative of shallow parsing in the sense that rule formulation is based on extensive corpus
study.

Constraint Grammar syntax stamps each word in the input sentence with a surface
syntactic tag. 85-90 English words out of 100 get a unique syntactic tag, 2% are
erroneous. The system was used for the morphosyntactic tagging of the 200-million-
word Bank of English corpus (Jarvinen, 1994).

Koskenniemi (1990) has designed a surface syntactic parser where the syntactic
constraints are applied in parallel and implemented as finite-state automata. One cen-
tral idea is to have most of the morphological disambiguation done by the syntactic
constraints proper.

3.2.4 Future Directions

There is a need for automatic or semi-automatic discovery procedures that infer rules
and rule sets for morphological analyzers from large corpora. Such procedures would
make it possible to partially automate the construction of morphological analyzers.

Much work remains to be done on interfacing morphological descriptions with lex-
icon, syntax, and semantics in a maximally informative way. This presupposes a global
view of how the various processing components relate to one another. One current line
of research concerns the integration of shallow syntactic parsers with deeper syntactic
approaches. A shallow parser used as a kind of preprocessor paves the way for a parser
addressing the most recalcitrant syntactic structures such as coordination and ellipsis,
thus making the task of deeper parsers more manageable, e.g., by reducing the number
of ambiguities.

Work remains to be done on a general theory for combining rule-based approaches
and stochastic approaches in a principled way. Both are needed in the task of tag-



94 Chapter 3: Language Analysis and Understanding

ging (parsing) unrestricted running text. Their respective reasonable tasks and order of
application are not yet clearly understood.

Much work is currently being done on refining the methodology for testing can-
didate rules on various types of corpora. The importance of having flexible methods
available for corpus testing is growing.

3.3 Grammar Formalisms

Hans Uszkoreit® & Annie Zaenen®

¢ Deutsches Forschungzentrum fiir Kiinstliche Intelligenz, Saarbriicken, Germany
and Universitét des Saarlandes, Saarbriicken, Germany
b Rank Xerox Research Centre, Grenoble, France

A very advanced and wide-spread class of linguistic formalisms are the so-called constraint-
based grammar formalisms which are also often subsumed under the term unification
grammars. They go beyond many earlier representation languages in that they have
a clean denotational semantics that permits the encoding of grammatical knowledge
independent from any specific processing algorithm. Since these formalisms are cur-
rently used in a large number of systems, we will a provide a brief overview of their
main characteristics.

Among the most used, constraint-based grammar models are Functional Unifica-
tion Grammar (FUG), (Kay, 1984) Head-Driven Phrase-Structure Grammar (HPSG),
(Pollard & Sag, 1994) Lexical Functional Grammar (LFG), (Bresnan, 1982), Catego-
rial Unification Grammar (CUG), (Haddock, Klein, et al., 1987; Karttunen, 1989; Uszkoreit, 1986),
and Tree Adjunction Grammar (TAG) (Joshi & Schabes, 1992). For these or similar
grammar models, powerful formalisms have been designed and implemented that are
usually employed for both grammar development and linguistic processing, e.g, LFG
(Bresnan, 1982), PATR (Shieber, Uszkoreit, et al., 1983), ALE (Carpenter, 1992), STUF
(Bouma, Koenig, et al., 1988), ALEP (Alshawi, Arnold, et al., 1991), CLE (Alshawi, 1992)
TDL (Krieger & Schaefer, 1994) TFS (Emele & Zajac, 1990).

One essential ingredient of all these formalisms is complex formal descriptions of
grammatical units (words, phrases, sentences) by means of sets of attribute-value pairs,
so called feature terms. These feature terms can be nested, i.e., values can be atomic
symbols or feature terms. Feature terms can be underspecified. They may contain
equality statements expressed by variables or co-reference markers. The formalisms
share a uniform operation for the merging and checking of grammatical information,
which is commonly referred to as unification.

The formalisms differ in other aspects. Some of them are restricted to feature
terms with simple unification (PATR). Others employ more powerful data types such
as disjunctive terms, functional constraints, or sets. Most formalisms combine phrase-
structure rules or other mechanisms for building trees with the feature-term component
of the language (LFG, TAG, TDL). A few formalisms incorporate the phrase-structure
information into the feature terms (HPSG, TFS).

Some frameworks use inheritance type systems (HPSG, TFS, TDL, ALE). Classes
of feature terms belong to types. The types are partially ordered in a tree or in a (semi)
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lattice. For every type, the type hierarchy determines which other types attributes and
values are inherited, which attributes are allowed and needed for a well-formed feature
term of the type, which types of values these attributes need, and with which other
types the type can be conjoined by means of unification.

If the feature system allows complex features (attribute-value pairs in which val-
ues may again be feature-terms), this recursion can be constrained by recursive type
definitions. In fact, all of grammatical recursion can be elegantly captured by such re-
cursive types. In the extreme, the entire linguistic derivation (parsing, generation) can
be construed as type deduction (HPSG, TFS).

The strength of unification grammar formalisms lies in the advantages they offer
for grammar engineering. Experience has proven that large grammars can be specified,
but that their development is extremely labour-extensive. Currently, no methods ex-
ist for efficient distributed grammar engineering. This constitutes a serious bottleneck
in the development of language technology products. The hope is that the new class
of declarative formalisms will greatly facilitate linguistic engineering and thus speed
up the entire development cycle. There are indications that seem to support this ex-
pectation. For some sizable grammars written in unification grammar formalisms, the
development time was four years or less (TUG, CLE, TDL), whereas the development
of large annotated phrase structure grammars had taken eight to twelve years.

Another important issue in grammar engineering is the reusability of grammars.
The more a grammar is committed to a certain processing model, the less are the
chances that it can be adapted to other processing models or new application areas.
Although scientists are still far from converging on a uniform representation format,
the declarative formulation of grammar greatly facilitates porting of such grammars
from one formalism to the other. Recent experiments in grammar porting seem to bear
out these expectations.

It is mainly because of their expected advantages for grammar engineering that
several unification formalisms have been developed or are currently used in industrial
laboratories. Almost all ongoing European Union-funded language technology projects
involving grammar development have adopted unification grammar formalisms.

3.4 Lexicons for Constraint-Based Grammars

Antonio Sanfilippo
Sharp Industries of Europe, Oxford, UK

The intelligent processing of natural language for real world applications requires lex-

icons which provide rich information about morphological, syntactic and semantic
properties of words, are well structured and can be efficiently implemented (Briscoe, 1992).
These objectives can be achieved by developing tools which facilitate the acquisition

of lexical information from machine readable dictionaries and text corpora, as well as

database technologies and theories of word knowledge offering an encoding of the in-
formation acquired which is desirable for NLP purposes. In the last decade, there has

been a growing tendency to use unification-based grammar formalisms (Kay, 1979;

Kaplan & Bresnan, 1982; Pollard & Sag, 1987; Pollard & Sag, 1994; Zeevat, Klein, et al., 1987)
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to carry out the task of building such lexicons. These grammar formalisms encode lex-
ical descriptions as feature structures, with inheritance and unification as the two basic
operations relating these structures to one another. The use of inheritance and unifi-
cation is appealing from both engineering and linguistic points of view as these oper-
ations can be formalized in terms of lattice-theoretic notions (Carpenter, 1992) which
are amenable to efficient implementation and are suitable to express the hierarchical
nature of lexical structure. Likewise, feature structures have a clear mathematical and
computational interpretation and provide an ideal data structure to encode complex
word knowledge information.

Informally, a feature structure is a set of attribute-value pairs, where values can
be atomic or feature structures themselves, providing a partial specification of words,
affixes and phrases. Inheritance makes it possible to arrange feature structures into a
subsumption hierarchy so that information which is repeated across sets of word entries
needs only specifying once (Flickinger, 1987; Pollard & Sag, 1987; Sanfilippo, 1993).
For example, properties which are common to all verbs (e.g., part of speech, presence
of a subject) or subsets of the verb class (presence of a direct object for verbs such
as amuse and put; presence of an indirect object for verbs such as go and put) can
be defined as templates. Unification provides the means for integrating inherent and
inherited specifications of feature structure descriptions.

In general, unification is monotonic: all information, whether inherently specified
or inherited, is preserved. Consequently, a valid lexical entry can never contain conflict-
ing values. Unification thus provides a way to perform a consistency check on lexical
descriptions. For example, the danger of inadvertently assigning distinct orthographies
or parts of speech to the same word entry is easily avoided as the unification of in-
compatible information leads to failure. An even more stringent regime of grammar
checking has recently been made available through the introduction of typed feature
structures (Carpenter, 1992). Through typing, feature structures can be arranged into
a closed hierarchy so that two feature structures unify only if their types have a com-
mon subtype. Typing is also used to specify exactly which attributes are appropriate
for a given feature structure so that arbitrary extensions of feature structures are easily
eschewed.

A relaxation of monotonicity, however, is sometimes useful in order to capture
regularities across the lexicon. For example, most irregular verbs in English follow
the same inflectional patterns as regular verbs with respect to present and gerundive
forms, while differing in the simple past and/or past participle. It would therefore be
convenient to state that all verbs inherit the same regular morphological paradigm by
default and then let the idiosyncratic specifications of irregular verbs override inherited
information which is incompatible.

Default inheritance in the lexicon is desirable to achieve compactness and simplic-
ity in expressing generalizations about various aspects of word knowledge (Flickinger, 1987;
Gazdar, 1987), but it can be problematic if used in an unconstrained manner. For ex-
ample, it is well known that multiple default inheritance can lead to situations which
can only be solved ad hoc or nondeterministically when conflicting values are inherited
from the parent nodes (Touretzsky, Horty, et al., 1987). Although a number of propos-
als have been made to solve these problems, a general solution is still not available so
that the use of default inheritance must be tailored to specific applications.
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Another difficult task in lexicon implementation, perhaps the most important with
regard to grammar processing, concerns the treatment of lexical ambiguity. Lexical
ambiguity can be largely related to our ability to generate appropriate uses of words in
context by manipulation of semantic and/or syntactic properties of words. For exam-
ple, accord is synonymous with either agree or give/grant, depending on its valency,
move can also be interpreted as a psychological predicate when used transitively with
a sentient direct object, and enjoy can take either a noun or verb phrase complement
when used in the experience sense:

a Senator David Lock’s bill does not accord State benefits to illegal aliens
They accorded him a warm welcome

b The two alibis do not accord
Your alibi does not accord with his
¢ Her sadness moves him
the book

reading the book }
Although the precise mechanisms which govern lexical knowledge are still largely un-
known, there is strong evidence that word sense extensibility is not arbitrary (Atkins & Levin, 1992;
Pustejovsky, 1991; Pustejovsky, 1994; Ostler & Atkins, 1992). For example, the amenabil-
ity of a verb such as move to yield either a movement or psychological interpretation
can be generalized to most predicates of caused motion (e.g., agitate, crash, cross, lift,
strike, sweep, unwind). Moreover, the metonymical and metaphoric processes which
are responsible for polysemy appear to be subject to crosslinguistic variation. For ex-
ample, the “meat vs. animal” alternation that is found in English—viz. feed the lamb
vs. eat lamb—is absent in Eskimo (Nunberg & Zaenen, 1992) and is less productive in
Dutch where nominal compounding is often used instead, e.g., lam vs. lamsvlees.

Examples of this sort show that our ability to extend word use in context is often
systematic or conventionalized. Traditional approaches to lexical representation as-
sume that word use extensibility can be modeled by exhaustively describing the mean-
ing of a word through closed enumeration of its senses. Word sense enumeration pro-
vides highly specialized lexical entries, but:

d John enjoys {

o it fails to make explicit regularities about word sense extensibility which are
necessary in promoting compactness in lexical description,

e it is at odds with our ability to create new word uses in novel contexts, and
e it generates massive lexical ambiguity.

Consequently, several attempts have been made to develop a more dynamic approach
to lexical specification which provides a principled treatment of polysemy and can
be used to model creative aspects of word use. For example, Pustejovsky (1991);
Pustejovsky (1994) and Pustejovsky and Boguraev (1993) propose an integrated mul-
tilayered representation of word meaning which incorporates salient aspects of world
knowledge, e.g., purpose, origin, form and constituency properties are specified for
object-denoting nominals. This makes it possible to conflate different uses of the same
word into a single meta-entry which can be extended to achieve contextual congruity
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using lexical rules (Copestake & Briscoe, 1992). Equivalent results can be obtained us-
ing abductive reasoning to generate different word senses from polysemic lexical repre-
sentations (Hobbs, Stickel, et al., 1993). The use of lexical rules or abductive reasoning
provide a principled alternative to word sense enumeration in the treatment of polysemy
and can be made to cater for novel uses of words. However, it is not clear whether these
practices can address the question of lexical ambiguity efficiently as there is no known
general control regime on lexical rules or abductive reasoning which would determin-
istically restricts polysemic expansion without preempting the generation of possible
word uses. A promising alternative is to use contextual information to guide sense ex-
tension. For example Sanfilippo, Benkerimi, et al. (1994); Sanfilippo (1995) propose
that polysemy be expressed as lexical polymorphism within a Typed Feature Structure
formalism by assigning to an ambiguous word entry a lexical type with subtype ex-
tensions describing all admissible uses of the word. Lexical ambiguities can then be
solved deterministically by using syntactic and semantic contextual information during
language processing to ground underspecified word entries.

3.4.1 Future Directions

Needless to say, the computational lexicon of the future is hard to detail with sufficient
confidence given the speed at which language technology is evolving. A determining
factor will certainly be the availability of better tools for lexical aquisition from text
corpora, since manual creation of lexical resources is expensive and too easily affected
by the human error. As long as portability and wide coverage will be regarded as nec-
essary presuppositions to commercially viable language technology, it is reasonable
to expect that advancements in the treatment of default inheritance and polysemy will
be instrumental in shaping future developments in this area. Efficient ways of han-
dling defaults with an acceptable degree of precision, while allowing the inheritance of
conflicting information, greatly enhances compactness and simplicity in lexical repre-
sentation. At the same time, a better understanding of how to characterize word senses
and describe word usage extensibility is crucial in addressing the question of lexical
ambiguity in language processing. Therefore, progress in both areas is necessary to
satisfy the storage and processing requirements of NLP applications running on per-
sonal computers capable of dealing with unrestricted text.

3.5 Semantics?

Stephen G. Pulman

SRI International, Cambridge, UK
and University of Cambridge Computer Laboratory, Cambridge, UK

2This survey draws in part on material prepared for the European Commission LRE Project 62-051,
FraCaS A Framework for Computational Semantics. | am grateful to the other members of the project for
their comments and contributions.
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3.5.1 Basic Notions of Semantics

A perennial problem in semantics is the delineation of its subject matter. The term
meaning can be used in a variety of ways, and only some of these correspond to the
usual understanding of the scope of linguistic or computational semantics. We shall
take the scope of semantics to be restricted to the literal interpretations of sentences
in a context, ignoring phenomena like irony, metaphor, or conversational implicature
(Grice, 1975; Levinson, 1983).

A standard assumption in computationally oriented semantics is that knowledge
of the meaning of a sentence can be equated with knowledge of its truth conditions:
that is, knowledge of what the world would be like if the sentence were true. This
is not the same as knowing whether a sentence is true, which is (usually) an empiri-
cal matter, but knowledge of truth conditions is a prerequisite for such verification to
be possible. Meaning as truth conditions needs to be generalized somewhat for the
case of imperatives or questions, but is a common ground among all contemporary
theories, in one form or another, and has an extensive philosophical justification, e.g.,
Davidson (1969); Davidson (1973).

A semantic description of a language is some finitely stated mechanism that allows
us to say, for each sentence of the language, what its truth conditions are. Just as for
grammatical description, a semantic theory will characterize complex and novel sen-
tences on the basis of their constituents: their meanings, and the manner in which they
are put together. The basic constituents will ultimately be the meanings of words and
morphemes. The modes of combination of constituents are largely determined by the
syntactic structure of the language. In general, to each syntactic rule combining some
sequence of child constituents into a parent constituent, there will correspond some
semantic operation combining the meanings of the children to produce the meaning of
the parent.

A corollary of knowledge of the truth conditions of a sentence is knowledge of
what inferences can be legitimately drawn from it. Valid inference is traditionally
within the province of logic (as is truth) and mathematical logic has provided the basic
tools for the development of semantic theories. One particular logical system, first
order predicate calculus (FOPC), has played a special role in semantics (as it has in
many areas of computer science and artificial intelligence). FOPC can be seen as a
small model of how to develop a rigorous semantic treatment for a language, in this
case an artificial one developed for the unambiguous expression of some aspects of
mathematics. The set of sentences or well formed formulae of FOPC are specified
by a grammar, and a rule of semantic interpretation is associated with each syntactic
construct permitted by this grammar. The interpretations of constituents are given by
associating them with set-theoretic constructions (their denotation) from a set of basic
elements in some universe of discourse. Thus, for any of the infinitely large set of
FOPC sentences we can give a precise description of its truth conditions, with respect
to that universe of discourse. Furthermore, we can give a precise account of the set of
valid inferences to be drawn from some sentence or set of sentences, given these truth
conditions, or (equivalently, in the case of FOPC) given a set of rules of inference for
the logic.
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3.5.2  Practical Applications of Semantics

Some natural language processing tasks (e.g., message routing, textual information re-
trieval, translation) can be carried out quite well using statistical or pattern matching
techniques that do not involve semantics in the sense assumed above. However, per-
formance on some of these tasks improves if semantic processing is involved. (Not
enough progress has been made to see whether this is true for all of the tasks).

Some tasks, however, cannot be carried out at all without semantic processing of
some form. One important example application is that of database query, of the type
chosen for the Air Travel Information Service (ATIS) task (DARPA, 1989). For ex-
ample, if a user asks, “Does every flight from London to San Francisco stop over in
Reykjavik?”” then the system needs to be able to deal with some simple semantic facts.
Relational databases do not store propositions of the form every X has property P and
so a logical inference from the meaning of the sentence is required. In this case, every
X has property P is equivalent to there is no X that does not have property P and a
system that knows this will also therefore know that the answer to the question is no if
a non-stopping flight is found and yes otherwise.

Any kind of generation of natural language output (e.g., summaries of financial
data, traces of KBS system operations) usually requires semantic processing. Gener-
ation requires the construction of an appropriate meaning representation, and then the
production of a sentence or sequence of sentences which express the same content in a
way that is natural for a reader to comprehend, e.g., McKeown, Kukich, et al. (1994).
To illustrate, if a database lists a 10 a.m. flight from London to Warsaw on the 1st-14th,
and 16th—-30th of November, then it is more helpful to answer the question What days
does that flight go? by Every day except the 15th instead of a list of 30 days of the
month. But to do this the system needs to know that the semantic representations of
the two propositions are equivalent.

3.5.3 Development of Semantic Theory

It is instructive, though not historically accurate, to see the development of contempo-
rary semantic theories as motivated by the deficiencies that are uncovered when one
tries to take the FOPC example further as a model for how to do natural language se-
mantics. For example, the technique of associating set theoretic denotations directly
with syntactic units is clear and straightforward for the artificial FOPC example. But
when a similar programme is attempted for a natural language like English, whose syn-
tax is vastly more complicated, the statement of the interpretation clauses becomes in
practice extremely baroque and unwieldy, especially so when sentences that are seman-
tically but not syntactically ambiguous are considered (Cooper, 1983). For this reason,
in most semantic theories, and in all computer implementations, the interpretation of
sentences is given indirectly. A syntactically disambiguated sentence is first translated
into an expression of some artificial logical language, where this expression in its turn
is given an interpretation by rules analogous to the interpretation rules of FOPC. This
process factors out the two sources of complexity whose product makes direct inter-
pretation cumbersome: reducing syntactic variation to a set of common semantic con-
structs; and building the appropriate set-theoretical objects to serve as interpretations.
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The first large scale semantic description of this type was developed by Montague (1973).
Montague made a further departure from the model provided by FOPC in using a more
powerful logic (intensional logic) as an intermediate representation language. All later
approaches to semantics follow Montague in using more powerful logical languages:
while FOPC captures an important range of inferences (involving, among others, words
like every, and some as in the example above), the range of valid inference patterns in
natural languages is far wider. Some of the constructs that motivate the use of richer
logics are sentences involving concepts like necessity or possibility and propositional
attitude verbs like believe or know, as well as the inference patterns associated with
other English quantifying expressions like most or more than half, which cannot be
fully captured within FOPC (Barwise & Cooper, 1981).

For Montague, and others working in frameworks descended from that tradition
(among others, Partee, e.g., Partee, 1986, Krifka, e.g., Krifka, 1989, and Groenendijk
and Stokhof, e.g., Groenendijk & Stokhof, 1984; Groenendijk & Stokhof, 1991a) the
intermediate logical language was merely a matter of convenience which could, in
principle, always be dispensed with provided the principle of compositionality was
observed. (l.e., The meaning of a sentence is a function of the meanings of its con-
stituents, attributed to Frege, (Frege, 1892)). For other approaches, (e.g., Discourse
Representation Theory, Kamp, 1981) an intermediate level of representation is a nec-
essary component of the theory, justified on psychological grounds, or in terms of the
necessity for explicit reference to representations in order to capture the meanings of,
for example, pronouns or other referentially dependent items, elliptical sentences or
sentences ascribing mental states (beliefs, hopes, intentions). In the case of compu-
tational implementations, of course, the issue of the dispensability of representations
does not arise: for practical purposes, some kind of meaning representation is a sine
qua non for any kind of computing.

3.5.4 Discourse Representation Theory

Discourse Representation Theory (DRT) (Kamp, 1981; Kamp & Reyle, 1993), as the
name implies, has taken the notion of an intermediate representation as an indispens-
able theoretical construct, and, as also implied, sees the main unit of description as
being a discourse rather than sentences in isolation. One of the things that makes
a sequence of sentences constitute a discourse is their connectivity with each other, as
expressed through the use of pronouns and ellipsis or similar devices. This connectivity
is mediated through the intermediate representation, however, and cannot be expressed
without it. The kind of example that is typically used to illustrate this is the following:

A computer developed a fault.

A simplified first order representation of the meaning of this sentence might be:

exists(X,computer(X) and develop_a_fault(X))

There is a computer X and X developed a fault. This is logically equivalent to:

not(forall(X,not(computer(X) and develop_a_fault(X))))

It isn’t the case that every computer didn’t develop a fault. However, whereas the
first sentence can be continued thus:

A computer developed a fault.
It was quickly repaired.
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—its logically equivalent one cannot be:

It isn’t the case that every computer didn’t develop a fault.
It was quickly repaired.

Thus, the form of the representation has linguistic consequences. DRT has devel-
oped an extensive formal description of a variety of phenomena such as this, while also
paying careful attention to the logical and computational interpretation of the interme-
diate representations proposed. Kamp and Reyle (1993) contains detailed analyses of
aspects of noun phrase reference, propositional attitudes, tense and aspect, and many
other phenomena.

3.5.5 Dynamic Semantics

Dynamic semantics (e.g., Groenendijk & Stokhof, 1991a; Groenendijk & Stokhof, 1991b)
takes the view that the standard truth-conditional view of sentence meaning deriving
from the paradigm of FOPC does not do sufficient justice to the fact that uttering a sen-
tence changes the context it was uttered in. Deriving inspiration in part from work on
the semantics of programming languages, dynamic semantic theories have developed
several variations on the idea that the meaning of a sentence is to be equated with the
changes it makes to a context.

Update semantics (e.g., Veltman, 1985; van Eijck & de Vries, 1992) approaches
have been developed to model the effect of asserting a sequence of sentences in a
particular context. In general, the order of such a sequence has its own significance. A
sequence like:

Someone’s at the door. Perhaps it’s John. It’s Mary!

is coherent, but not all permutations of it would be:

Someone’s at the door. It’s Mary. Perhaps it’s John.

Recent strands of this work make connections with the artificial intelligence litera-
ture on truth maintenance and belief revision (e.g Gardenfors, 1990).

Dynamic predicate logic (Groenendijk & Stokhof, 1991a; Groenendijk & Stokhof, 1990)
extends the interpretation clauses for FOPC (or richer logics) by allowing assignments
of denotations to subexpressions to carry over from one sentence to its successors in a
sequence. This means that dependencies that are difficult to capture in FOPC or other
non-dynamic logics, such as that between someone and it in:

Someone’s at the door. It’s Mary.

can be correctly modeled, without sacrificing any of the other advantages that tra-
ditional logics offer.

3.5.6 Situation Semantics and Property Theory

One of the assumptions of most semantic theories descended from Montague is that
information is total, in the sense that in every situation, a proposition is either true
or it is not. This enables propositions to be identified with the set of situations (or
possible worlds) in which they are true. This has many technical conveniences, but
is descriptively incorrect, for it means that any proposition conjoined with a tautology
(a logical truth) will remain the same proposition according to the technical definition.
But this is clearly wrong: all cats are cats is a tautology, but The computer crashed, and
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The computer crashed and all cats are cats are clearly different propositions (reporting
the first is not the same as reporting the second, for example).

Situation theory (Barwise & Perry, 1983) has attempted to rework the whole log-
ical foundation underlying the more traditional semantic theories in order to arrive at
a satisfactory formulation of the notion of a partial state of the world or situation,
and in turn, a more satisfactory notion of proposition. This reformulation has also
attempted to generalize the logical underpinnings away from previously accepted re-
strictions (for example, restrictions prohibiting sets containing themselves, and other
apparently paradoxical notions) in order to be able to explore the ability of language
to refer to itself in ways that have previously resisted a coherent formal description
(Barwise & Etchemendy, 1987).

Property theory (Turner, 1988; Turner, 1992) has also been concerned to rework the
logical foundations presupposed by semantic theory, motivated by similar phenomena.

In general, it is fair to say that, with a few exceptions, the contribution of dynamic
semantics, situation theory, and property theory has so far been less in the analysis
of new semantic phenomena than in the exploration of more cognitively and compu-
tationally plausible ways of expressing insights originating within Montague-derived
approaches. However, these new frameworks are now making it possible to address
data that resisted any formal account by more traditional theories.

3.5.7 Implementations

Whereas there are beginning to be quite a number of systems displaying wide syn-
tactic coverage, there are very few that are able to provide corresponding semantic
coverage. Almost all current large scale implementations of systems with a seman-
tic component are inspired to a greater or lesser extent by the work of Montague
(e.g., Bates, Bobrow, et al., 1994; Allen, Schubert, et al., 1995; Alshawi, 1992). This
reflects the fact that the majority of descriptive work by linguists is expressed within
some form of this framework, and also the fact that its computational properties are
better understood.

However, Montague’s own work gave only a cursory treatment of a few context-
dependent phenomena like pronouns, and none at all of phenomena like ellipsis. In
real applications, such constructs are very common and all contemporary systems sup-
plement the representations made available by the base logic with constructs for rep-
resenting the meaning of these context-dependent constructions. It is computationally
important to be able to carry out at least some types of processing directly with these
underspecified representations: i.e., representations in which the contextual contribu-
tion to meaning has not yet been made explicit, in order to avoid a combinatorial ex-
plosion of potential ambiguities. One striking motivation for underspecification is the
case of quantifying noun phrases, for these can give rise to a high degree of ambiguity
if treated in Montague’s fashion. For example, every keyboard is connected to a com-
puter is interpretable as involving either a single computer or a possibly different one
for each keyboard, in the absence of a context to determine which is the plausible read-
ing: sentences do not need to be much more complex for a large number of possibilities
to arise.
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One of the most highly developed of the implemented approaches addressing these
issues is the quasi-logical form developed in the Core Language Engine (CLE) (Alshawi, 1990;
Alshawi, 1992) a representation which allows for meanings to be of varying degrees of
independence of a context. This makes it possible for the same representation to be
used in applications like translation, which can often be carried out without reference
to context, as well as in database query, where the context-dependent elements must be
resolved in order to know exactly which query to submit to the database. The ability to
operate with underspecified representations of this type is essential for computational
tractability, since the task of spelling out all of the possible alternative fully specified
interpretations for a sentence and then selecting between them would be computation-
ally intensive even if it were always possible in practice.

3.5.8 Future Directions

Currently, the most pressing needs for semantic theory are to find ways of achieving
wider and more robust coverage of real data. This will involve progress in several
directions: (i) Further exploration of the use of underspecified representations so that
some level of semantic processing can be achieved even where complete meaning rep-
resentations cannot be constructed (either because of lack of coverage or inability to
carry out contextual resolution). (ii) Closer cooperation with work in lexicon construc-
tion. The tradition in semantics has been to assume that word meanings can by and
large simply be plugged in to semantic structures. This is a convenient and largely
correct assumption when dealing with structures like every X is P, but becomes less
tenable as more complex phenomena are examined. However, the relevant semantic
properties of individual words or groups of words are seldom to be found in conven-
tional dictionaries and closer cooperation between semanticists and computationally
aware lexicographers is required. (iii) More integration between sentence or utterance
level semantics and theories of text or dialogue structure. Recent work in semantics
has shifted emphasis away from the purely sentence-based approach, but the extent to
which the interpretations of individual sentences can depend on dialogue or text set-
tings, or on the goals of speakers, is much greater than had been suspected.

3.6 Sentence Modeling and Parsing

Fernando Pereira
AT&T Bell Labs, Murray Hill, New Jersey, USA

The complex hidden structure of natural-language sentences is manifested in two dif-
ferent ways: predictively, in that not every constituent (for example, word) is equally
likely in every context, and evidentially, in that the information carried by a sentence
depends on the relationships among the constituents of the sentence. Depending on
the application, one or the other of those two facets may play a dominant role. For
instance, in language modeling for large-vocabulary connected speech recognition, it
is crucial to distinguish the relative likelihoods of possible continuations of a sentence
prefix, since the acoustic component of the recognizer may be unable to distinguish
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reliably between those possibilities just from acoustic evidence. On the other hand, in
applications such as machine translation or text summarization, relationships between
sentence constituents, such as that a certain noun phrase is the direct object of a certain
verb occurrence, are crucial evidence in determining the correct translation or sum-
mary. Parsing is the process of discovering analyses of sentences, that is, consistent
sets of relationships between constituents that are judged to hold in a given sentence,
and, concurrently, what the constituents are, since constituents are typically defined
inductively in terms of the relationships that hold between their parts.

It would not be possible to model or parse sentences without mechanisms to com-
pute the properties of larger constituents from the properties of their parts, appropri-
ately defined, since the properties of new sentences, which are unlikely to have been
seen before, can only be inferred from knowledge of how their parts participate in the
sentences we have observed previously. While this point may seem obvious, it has
deep consequences both in language modeling and parsing. Any language model or
parser must include a generative mechanism or grammar that specifies how sentences
are built from their parts, and how the information associated to the sentence derives
from the information associated to its parts. Furthermore, to be able to cope with pre-
viously unseen sentences, any such system must involve generalization with respect to
the data from which the language model or parser was developed.

3.6.1 Grammars and Derivations

It is useful to think of the grammar in a language model or parser as the specification of
a configuration space in which the configurations represent stages of constituent combi-
nation, and transitions between configurations describe how constituents are combined
in deriving larger constituents. For instance, the configurations may be the states of a
finite-state machine and the transitions represent how words may be appended to the
end of a sentence prefix. In the more complex case of phrase-structure grammars, con-
figurations represent sequences of phrases (sentential forms), and transitions the pos-
sible combinations of adjacent phrases into larger phrases. A derivation of a sentence
according to the grammar is a path in the configuration space of the grammar, from an
initial configuration to a final configuration, in which all the elementary constituents
are consumed. (We will call such elementary constituents words in what follows, al-
though the informal notion of word may not correspond to the appropriate technical
definition, especially in languages with complex morphology.)

Even with respect to procedural parsers and language models which are not nor-
mally described as containing a grammar, such as certain deterministic (Marcus, 1980;
Hindle, 1993) and probabilistic parsers (Black, Jelinek, et al., 1993; Magerman & Marcus, 1991),
it is useful to identify the implicit grammar defined by the possible derivation moves
which the parser can use under the control of its control automaton. For instance, in
a parser based on a pushdown automaton such as a shift-reduce parser (Shieber, 1983;
Pereira, 1985), the grammar corresponds to the possible transitions between stack and
input configurations, while the automaton’s finite-state control determines which tran-
sitions are actually used in a derivation.
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3.6.2 Precision versus Coverage

The choice of a grammar for a particular parsing or language modeling application in-
volves two conflicting requirements: precision and coverage. By precision, we mean
how well the grammar encodes constraints on possible sentences and possible mean-
ingful relationships carried by those sentences. By coverage, we mean what proportion
of actual sentences have a reasonable derivation in the grammar. We are interested in
precision because a more precise grammar is better able to rule out bad sentence hy-
potheses in predictive tasks and bad meaningful relationship hypotheses in evidential
tasks. We are interested in coverage so that our systems will handle appropriately a
wide range of actual spoken or written language. However, as we increase precision
by encoding more constraints in the grammar, we tend to lose coverage of those actual
sentences that violate some of the constraints while still being acceptable to language
users. The reason for the problem is that the most powerful constraints are idealiza-
tions of the actual performance of language users. The tension between precision and
coverage is central to the design trade-offs we will now survey.

3.6.3 Search Space and Search Procedure

We therefore see a sentence parser or language model as consisting of a grammar and
a search procedure which, given an input sentence, will apply transitions specified
by the grammar to construct derivations of the sentence and associated analyses. In
cases where the input sentence is uncertain, such as speech recognition, we may further
generalize the above picture to a simultaneous search of the configuration space for the
grammar and of a space of sentence hypotheses, represented for instance as a word
lattice (Murveit, Butzberger, et al., 1993).

The computational properties of parsers and language models depend on two main
factors: the structure of the search space induced by the grammar, and the exhaustive-
ness of the search procedure.

Search Space Structure

Under the above definition of grammar, transitions from a configuration may have to
take into account the whole configuration. However, most useful grammar classes
have some degree of locality in that transitions involve only a bounded portion of
a configuration. In that case, derivations can be factored into sub-derivations con-
cerning independent parts of configurations, allowing independent sub-derivations to
be shared among derivations, for potentially exponential reductions in the size of the
search space. The search algorithm can then tabulate each sub-derivation and reuse
it in building any derivation that shares that sub-derivation.® Such tabular algorithms
are widely used in parsing and language modeling with appropriate kinds of grammars
(YYounger, 1967; Kay, 1986; Earley, 1970; Lang, 1974; Graham, Harrison, et al., 1980;
Tomita, 1987), because they support exhaustive search algorithms with polynomial
space and time with respect to sentence length. Furthermore, tabular algorithms can be

3The required properties are analogous to the cut-elimination property that underlies the connection be-
tween sequent and natural-deduction presentations of logics (Prawitz, 1965).
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readily extended to dynamic programming algorithms to search for optimal derivations
with respect to appropriate evaluation functions on derivations, as we will see below.
Finite-state grammars have a straightforward tabular algorithm in which table en-
tries consist of a state and an input position (such a table is called a trellis in the speech
recognition literature). Context-free grammars are the standard example of a phrase
structure grammar class whose derivations can be tabulated. In a bottom-up (from
words to sentences) derivation for a context-free grammar, the portion of the deriva-
tion that corresponds to the recognition of a constituent labeled by a given nonterminal
can be simply represented by a table entry, giving the nonterminal as a possible label
of a substring of the input (Younger, 1967). Although this information leaves out the
sequence of steps of the actual derivation, all derivations of that phrase can be easily
reconstructed from the set of all table entries derivable for a given input string (Pointers
can also be used to keep track of what table entries are used in deriving other entries.)
(Younger, 1967; Earley, 1968).
Other grammar classes, such as the mildly-context-sensitive grammars (Joshi, Vijay-Shanker, et al., 1991)
and some constraint-based grammars, are also suitable for tabular procedures (Shieber, 1992).

Search Exhaustiveness

Even if the grammar allows tabular search, it may not be computationally feasible to ex-
plore the entire search space because of the effect of grammar size on search space size.
For example, the simple finite-state language models used in large-vocabulary speech
recognition may have millions of states and transitions. Since each state is potentially
considered at each input position, the computation per word recognized is too large
for real-time performance. Many techniques have been explored in speech recogni-
tion to deal with this problem (Bahl, Jelinek, et al., 1983; Kenny, Hollan, et al., 1993;
Paul, 1992; Murveit, Butzberger, et al., 1993; Nguyen, Schwartz, et al., 1993).

In general, the techniques to avoid exploring the entire grammar search space fall
into two main classes, pruning and admissible search. In pruning, an evaluation func-
tion applied to configurations determines whether they will be expanded further. Since
the evaluation function cannot predict the future (to do so accurately it would have to
explore the entire search space), pruning may in fact block the correct derivation. The
choice of evaluation function is thus a trade-off between reduced search space (and
thus reduced runtime and memory requirements) and the risk of missing the correct
analysis (or even every analysis). Currently there is no theory of pruning trade-offs
relating bounds on risk of error to the form of the evaluation function, so the design of
evaluation functions is an empirical art.

Although pruning away the correct derivation is a problem in practical applica-
tions, in psycholinguistic modeling it may in fact correspond to failures of human
sentence processing, for instance garden paths. Deterministic parsers (Marcus, 1980;
Hindle, 1993) take pruning to an extreme in using elaborate evaluation functions to
select exactly one course of derivation. Dead ends are then supposed to model the
situations in which human subjects are forced to recover from parsing failures. Other
models, particularly those based on neuronal notions of activation and lateral inhibi-
tion, may allow a local race between alternative expansions of a configuration but in-
hibit all but one of the alternatives within a bounded number of steps (Stevenson, 1993;
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McRoy & Hirst, 1990; Pritchett, 1988).

Admissible search procedures do not block potential derivations. Instead, they or-
der sub-derivations, so that the ones that are more likely to be expanded to the best
complete derivations will be considered before less promising ones. The difficulty is
of course to define ordering criteria with high probability of reaching the best deriva-
tions before exploring a large set of useless configurations. Of particular interest here
are A*-type algorithms (Nilsson, 1980) which expand the configuration with the low-
est cost estimate, where the estimate is required to be a lower bound of the true cost
(under a cost model appropriate for the task, see below) and identical to the true cost
for complete derivations. The first complete derivation reached by an A* algorithm is
then guaranteed to have the lowest cost. However, since it is difficult to choose cost
estimates that narrow the search sufficiently, more aggressive estimates that may over-
shoot the true cost are often used, with the result that the first complete derivation may
not be the best one.

Clearly, the selection of evaluation functions for pruning or admissible search is
closely tied to the precision-coverage trade-off.

3.6.4 Grammar Classes

A wide range of grammar classes have been investigated in parsing and language mod-
eling, depending on the nature of the application and on particular insights on language
structure and sentence distribution. Grammar classes have been characterized along
many different theoretical dimensions. What is known in those areas about certain
important grammar classes is described elsewhere in this document 3.6.1.

Here, we consider a more informal and empirical dimension of variation that has
great impact in the development of parsers and language models: how much of the
required predictive and evidential power belongs to the grammar itself and how much
resides in the search procedure controlling the use of the grammar. Choices along this
dimension often involve philosophical disagreements on whether language is funda-
mentally governed by an innate system of rules (the rationalist position most closely
identified with Chomsky) or rather a system of statistical regularities, associations and
constructions derived by learning (the empiricist position informing much work in sta-
tistical language modeling). However, they also relate to different choices with respect
to the coverage/precision trade-off.

At one end of the spectrum, which is often associated with empiricist work, ex-
tremely unconstraining grammars are controlled by search evaluation functions au-
tomatically learned from language data. An extreme example is finite-state n-gram
grammars, in which states encode information on the last n — 1 observed words, have
been used with practical success in speech recognition (Jelinek, Mercer, et al., 1992).
In these grammars every sequence of words is considered a possible sentence, but prob-
abilities are assigned to state transitions to model the relative likelihoods of different
strings. As we will see, the association of probabilities to transitions is a useful tech-
nique in a wide range of grammatical settings.

While n-gram grammars have proven very useful for language modeling, deriva-
tion steps do not correspond in any direct way to possible meaningful relations in the
sentence, for instance, those between a main verb and its arguments. Parsing requires
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more complex grammars, in which derivation steps are associated to possible rela-
tions of interest. Even in language modeling, distributional regularities associated with
meaningful relationships may be an important source of additional predictive power
(Hindle, 1990; Hindle & Rooth, 1991; Dagan, Markus, et al., 1993; Lafferty, Sleator, et al., 1992).

Grammatical representations of meaningful relationships may be usefully classi-
fied into three main classes: linguistic grammars, task-oriented grammars and data-
oriented grammars. Linguistic grammars and task-oriented grammars have been in
use since the beginning of computational linguistics. Data-oriented grammars, in their
finite-state form, as discussed above, go back to the beginning of statistical studies of
language by Markov, but investigations into data-oriented grammars capable of repre-
senting meaningful relationships have only recently begun.

Linguistic Grammars

Most formal linguistic theories have been used at some time or other as the basis for
computational grammars. The main issues in applying linguistic theory to the develop-
ment of computational grammars are: coverage, predictive power and computational
requirements.

Coverage: Linguistic theories are typically developed to explain puzzling aspects of
linguistic competence, such as the relationships between active and passive sentences,
the constraints on use of anaphoric elements, or the possible scopes of quantifying
elements such as determiners and adverbs. However, actual language involves a wide
range of other phenomena and constructions, such as idioms, coordination, ellipsis,
apposition and extraposition, which may not be germane to the issues addressed by
a particular linguistic theory or which may offer unresolved challenges to the theory.
Therefore, a practical grammar will have to go far beyond the proposals of any given
theory to cover a substantial proportion of observed language. Even then, coverage
gaps are relatively frequent and difficult to fill, as they involve laborious design of new
grammar rules and representations.

Predictive Power: Linguistic grammars, being oriented towards the description of
linguistic competence, are not intended to model distributional regularities arising from
pragmatics, discourse and conventional use that manifest themselves in word and con-
struction choice. Yet those are the regularities that appear to contribute most to the
estimation of relative likelihoods of sentences or analyses. The encoding of distri-
butional predictions must therefore be left to the search procedure, in the form of an
appropriate evaluation function. However, the configurations generated by a grammar
may not carry the most useful information in evaluating them. For example, whether
a particular prepositional phrase modifies a direct object noun phrase or the main
verb depends heavily on the actual verb, noun, preposition and prepositional object
(Hindle & Rooth, 1991), but a traditional phrase-structure grammar does not make that
information available in the syntactic categories of noun phrase, verb phrase and prepo-
sitional phrase. Therefore, in a phrase-structure setting whole derivations rather than
individual configurations would have to be evaluated. But this would preclude the fac-
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torization of derivations that leads to tractable search as noted above. These consider-
ations explain in part the recent growing interest in lexicalized grammatical frameworks

such as dependency grammar (Mel’Cuk, 1988; Hudson, 1990; Sleator & Temperley, 1991),
slot grammar (McCord, 1980; McCord, 1989), categorial grammar (Lambek, 1958;
Ades & Steedman, 1982; Moortgat, 1988), Head-Driven Phrase-Structure Grammar (HPSG)
(Pollard & Sag, 1987) and lexicalized tree-adjoining grammar (Schabes, 1990), all of
which lead to configurations made up of lexical items and direct relationships between
them.

Computational Requirements: The best formal explanation of a particular aspect
of linguistic competence has no necessary correlation with computational efficiency.
For instance, modern versions of transformational grammar based on the theory of
government and binding, or its more recent developments, involve either very complex
search procedures or very complex compilation procedures into formalisms with better
search properties (Stabler, 1992; Fong, 1992; Johnson, 1992). Similar problems have
been noted with respect to HPSG and certain varieties of categorial grammar.

While direct use of formalized linguistic theories for parsing and language model-
ing seems computationally problematic, much progress has been made in the develop-
ment of tractable grammatical formalisms capable of encoding important aspects of lin-
guistic theory. The class of mildly context-sensitive formalisms (Joshi, Vijay-Shanker, et al., 1991),
of which tree-adjoining grammars (Joshi, Levy, et al., 1975; Joshi, 1985) and combi-
natory categorial grammar (Ades & Steedman, 1982) are two notable instances, has
polynomial-time and space parsing algorithms, and can encode important aspects of
transformational and categorial linguistic analysis. Constraint-based grammar for-
malisms can be intractable or even undecidable in general (Carpenter, 1992), but spe-
cial cases of interest are often efficiently parsable (Alshawi, 1992). For instance, lexical-
functional grammar combines a context-free skeleton with constraints describing non-
constituent syntactic properties. Although the combination is intractable in general, a
carefully designed constraint-application schedule can make it possible to parse with
linguistically-plausible grammars in such a way that the intractability does not arise
(Maxwell & Kaplan, 1989).

However, even polynomial-time algorithms may not be sufficiently fast for practi-
cal applications, given the effect of grammar size on parsing time. Search reduction
techniques like those described in section 3.6.3 would then be needed to keep perfor-
mance within reasonable bounds, at the risk of worse coverage.

Task-Oriented Grammars

For most current applications in text summarization, information retrieval and speech
understanding, the predictive and evidential power of a general-purpose grammar and
a general control mechanism are insufficient for reasonable performance in the task.
Furthermore, even when parameters of the grammar and control mechanism can be
learned automatically from training corpora, the required corpora do not exist or are
too small for proper training. The alternative is then to devise grammars that spec-
ify directly how relationships relevant to the task may be expressed in natural lan-
guage. For instance, one may use a phrase-structure grammar in which nonterminals
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stand for task concepts and relationships (for example, flight or leave in an airline
reservation task) and rules specify possible expressions of those concepts and relation-
ships (Seneff, 1992; Ward, 1991b). Such semantic grammars have often been used for
database access tasks. More generally, a knowledge-representation language (for in-
stance, a frame language) can be used to specify the possible relationships between
concepts, and relatively low-power grammatical descriptions (often finite-state) de-
scribe natural-language expressions that give strong evidence for concepts and rela-
tionships (Jacobs & Rau, 1993; Hobbs, Appelt, et al., 1993).

Task-oriented grammars provide very strong guidance to a parser, but that guid-
ance is bought at the expense of generality and coverage, since the detailed speci-
fications they rely on may often fail to fit naturally-occurring language. Therefore,
parsing algorithms for task-oriented grammars are usually allowed to relax the gram-
mar by ignoring portions of the input that do not fit the given grammar (Ward, 1991a;
Jackson, Appelt, et al., 1991). This can increase coverage usefully in applications such
as limited-domain speech understanding and text-summarization, where there are very
strong expectations of what are the relevant inputs, but the increase of coverage is in
general at the expense of precision.

Data-Oriented Grammars

In so far as linguistic grammars and task-oriented grammars provide strong constraints
for modeling and parsing, they risk low coverage because the constraints limit the tran-
sitions between configurations, and thus the availability of derivations for strings. As
we have seen, this problem can be alleviated in a task-oriented setting, but as far as we
know relaxation is a sensible policy only for highly-constrained tasks. An alternative
way of increasing coverage is to start with less constraining grammars, and rely on
an evaluation function to select the most likely derivations in the more densely con-
nected search space that results from the less constraining grammar. However, this
requires finding an appropriate evaluation function. In a data-oriented framework, a
learning or training procedure tries to determine the evaluation function that produces
best results on an appropriate training corpus. For example, an n-gram grammar al-
lows any word sequence, but transitions are given probabilities derived from how often
states were reached and transitions crossed running the grammar over a training corpus
(Jelinek, Mercer, et al., 1992). As another example, frequencies of rule and nontermi-
nal use can be used to estimate rule probabilities for an underconstrained context-free
grammar (Baker, 1979; Lari & Young, 1990; Pereira & Schabes, 1992).

Although there have been some successes in training evaluation functions for previously-
designed grammars (Fujisaki, Jelinek, et al., 1989; Black, Lafferty, et al., 1992), train-
ing with respect to a fixed grammar has the problem that either the grammar allows
many transitions that are never observed in reality, forcing the evaluation function to
be more complex to rule them out effectively, or it is too restrictive and does not al-
low transitions that actually occur. That difficulty has motivated the investigation of
grammatical frameworks and learning algorithms that will concurrently learn a gram-
mar and an appropriate evaluation function (Sampson, Haigh, et al., 1989; Bod, 1993;
Hindle, 1992; Stolcke & Omohundro, 1993). One particular class of such procedures
constructs a dictionary of commonly observed substrings or sub-analyses that can be
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combined by a small set of rules to yield the observed sentences or analyses, with the
evaluation function discriminating between alternatives ways of reconstructing a sen-
tence or analysis from the fragments in the dictionary (Bod, 1993; Hindle, 1992). A va-
riety of predictive power and grammar size criteria (for example, Bayesian, minimum-
description length) may then be used to find good trade-offs between grammar (dictio-
nary) size, prediction of the training set, and generalization to new material.

3.6.5 Evaluating Derivations

In the overall view of parsing and language modeling given above, a parser or language
model searches the configuration space defined by a grammar for possible derivations
of the sentence(s) under analysis. Since the grammar by itself is unlikely to encode
all the semantic, pragmatic and discourse information relevant to distinguishing plau-
sible analyses from implausible ones, the search needs to be guided by an evaluation
function that assigns plausibility scores to derivations. An especially important case
is that of probabilistic grammars, which associate with each transition the conditional
probability of taking that transition from a configuration given that the configuration
was reached. Such grammars are based on a Markovian or conditional independence
assumption that the probability of a (partial) derivation depends just on its penultimate
configuration and the transition taken from it. Then the probability of a derivation is
simply the product of the probability of its initial configuration by the product of the
probabilities of the transitions in the derivation.

When transitions are directly associated with observable events (for example, ex-
tension of a partial sentence by one word in a finite-state model), transition probabili-
ties can be estimated by simply counting the number of times the transition is taken for
all possible derivations of all sentences in a training corpus. In general, however, the
transition probabilities are not associated to directly observable events. In that case,
iterative procedures may be used to find the transition probabilities that maximize
the probability that the training corpus was observed (Dempster, Laird, et al., 1977;
Baum & Petrie, 1966; Baker, 1979). For language modeling, the training corpus may
just be a set of sentences, while for parsing a set of sentences tagged with constraints on
possible grammatical relationships (for example, phrase boundaries) is often preferable
(Black, Lafferty, et al., 1992; Pereira & Schabes, 1992).

While probabilistic evaluation functions dominate in language modeling, where
they are used to estimate the likelihood that a certain word sequence was uttered, other
types of evaluation function are often used in parsing, especially those based on the
degree of agreement of the best scoring analyses and analyses in a training corpus
(Alshawi & Carter, 1994).

Computationally, the critical property of an evaluation function is whether it is
compatible with tabular algorithms for searching the derivation space, in the sense that
the score of a derivation is determined by the scores of the subderivations into which
the derivation is factored by tabulation. For probabilistic functions, this amounts to
a strengthened Markovian condition for derivations, which, for instance, is satisfied
by stochastic context-free grammars (Booth & Thompson, 1973; Baker, 1979), certain
kinds of parsers for constraint-based grammars (Briscoe & Carroll, 1993) and stochas-
tic tree-adjoining grammars (Schabes, 1992). In such cases, the tabular search algo-
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rithms can be converted into dynamic programming algorithms (Teitelbaum, 1973;
Baker, 1979; Lang, 1989; Jelinek, Lafferty, et al., 1990; Lafferty, Sleator, et al., 1992;
Schabes, 1992) to search efficiently for best-scoring derivations.

3.6.6 Future Directions

The issue that dominates current work in parsing and language modeling is to design
parsers and evaluation functions with high coverage and precision with respect to natu-
rally occurring linguistic material (for example, news stories, spontaneous speech inter-
actions). Simple high-coverage methods such as n-gram models miss the higher-order
regularities required for better prediction and for reliable identification of meaningful
relationships, while complex hand-built grammars often lack coverage of the tail of
individually rare but collectively frequent sentence structures (cf. Zipf’s law). Auto-
mated methods for grammar and evaluation function acquisition appear to be the only
practical way to create accurate parsers with much better coverage. The challenge is to
discover how to use linguistic knowledge to constrain that acquisition process.

3.7 Robust Parsing

Ted Briscoe
Computer Laboratory, Cambridge University, Cambridge, UK

Despite over three decades of research effort, no practical domain-independent parser
of unrestricted text has been developed. Such a parser should return the correct or a
useful close analysis for 90% or more of input sentences. It would need to solve at least
the following three problems, which create severe difficulties for conventional parsers
utilizing standard parsing algorithms with a generative grammar:

1. chunking, that is, appropriate segmentation of text into syntactically parsable
units;

2. disambiguation, that is, selecting the unique semantically and pragmatically cor-
rect analysis from the potentially large number of syntactically legitimate ones
returned; and

3. undergeneration, or dealing with cases of input outside the systems’ lexical or
syntactic coverage.

Conventional parsers typically fail to return any useful information when faced with
problems of undergeneration or chunking and rely on domain-specific detailed seman-
tic information for disambiguation.

The problem of chunking is best exemplified by text sentences (beginning with
a capital letter and ending with a period) which—and this sentence is an example—
contain text adjuncts delimited by dashes, brackets or commas which may not always
stand in a syntactic relation with surrounding material. There has been very lim-
ited work on this issue—Hindle (1983) describes a system which copes with related
problems, such as false starts and restarts in transcribed spontaneous speech, whilst
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Jones (1994) describes a parser which makes limited use of punctuation to constrain
syntactic interpretation. Nevertheless, an analysis of the 150K word balanced Susanne
Corpus (Sampson, 1994) reveals that over 60% of sentences contain internal punctua-
tion marks and of these around 30% contain text-medial adjuncts. Thus the problem is
significant, and further research is required building on linguistic accounts of punctua-
tion (Nunberg, 1990).

Disambiguation using knowledge-based techniques requires the specification of too
much detailed semantic information to yield a robust domain-independent parser. Yet
analysis of the Susanne Corpus with a crude parser suggests that over 80% of sentences
are structurally ambiguous. Several parsers yielding a single canonical parse have been
developed (Marcus, 1980; Hindle, 1983; de Marcken, 1990). These are often applied
to a (partially) disambiguated sequence of lexical syntactic categories. Simplifying the
input to the parser in this way circumvents many problems of lexical coverage suffered
by systems which require rich sets of syntactic subcategories encoding, for example,
valency of verbs (Jensen, 1991) as well as capitalizing on the relative success and prac-
ticality of lexical category disambiguation. Canonical parsers often represent many
ambiguities implicitly (Marcus, Hindle, et al., 1983), rather than enumerating possible
analyses, and use heuristic disambiguation rules (Hindle, 1989). Such techniques have
yielded useful parsers for limited domains but their development is labour intensive and
few general principles for their construction have emerged. In recent attempts to manu-
ally construct large treebanks of parsed texts, canonical parsing has been used as a first
but small step of disputed merit (Marcus, Hindle, et al., 1983; Leech & Garside, 1991).

The availability of treebanks and, more generally, large bodies of machine-readable
textual data has provided impetus to statistical approaches to disambiguation. Some
approaches use stochastic language modeling inspired by the success of HMM-based
lexical category disambiguation. For example, probabilities for a probabilistic version
of a context-free grammar (PCFG) can be (re-)estimated from treebanks or plain text
(Fujisaki, Jelinek, et al., 1989; Sharman, Jelinek, et al., 1990) and used to efficiently
rank analyses produced by minimally-modified tabular parsing algorithms. These tech-
niques yielded promising results but have been largely supplanted by statistical parse
decision techniques in which the probabilistic model is sensitive to details of parse con-
text (Magerman & Weir, 1992; Briscoe & Carroll, 1993; Black, Lafferty, et al., 1992)
and integrated more closely with the parsing algorithm than the grammar. These sys-
tems have yielded results of around 75% accuracy in assigning analyses to (unseen)
test sentences from the same source as the unambiguous training material. The barrier
to improvement of such results currently lies in the need to use more discriminating
models of context, requiring more annotated training material to adequate estimate the
parameters of such models. This approach may yield a robust automatic method for
disambiguation of acceptable accuracy, but the grammars utilized still suffer from un-
dergeneration, and are labour-intensive to develop.

Undergeneration is a significant problem. In one project, a grammar for sentences
from computer manuals containing words drawn from a restricted vocabulary of 3000
words which was developed over three years still failed to analyze 4% of unseen ex-
amples (Black, Lafferty, et al., 1992). This probably represents an upper bound us-
ing manual development of generative grammars; most more general grammars have
far higher failure rates in this type of test. Early work on undergeneration focussed
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on knowledge-based manual specification of error rules or rule relaxation strategies
(Kwasny & Sonheimer, 1981; Jensen & Heidorn, 1983). This approach, similar to the
canonical parse approach to ambiguity, is labour-intensive and suffers from the dif-
ficulty of predicting the types of error or extragrammaticality liable to occur. More
recently, attempts have been made to use statistical induction to learn the correct gram-
mar for a given corpus of data, using generalizations of HMM maximum-likelihood re-
estimation techniques to PCFGs (Lari & Young, 1990). This extends the application of
stochastic language modeling from disambiguation to undergeneration by assuming the
weakest grammar for a given category set—that is, the one which contains all possi-
ble rules that can be formed for that category set—and using iterative re-estimation of
the rule probabilities to converge on the subset of these rules most appropriate to the
description of the training corpus.

There are several inherent problems with these statistical techniques which have
been partially addressed by recent work. Re-estimation involves considering all pos-
sible analyses of each sentence of the training corpus given an (initially) weak gram-
mar, the search space is large and the likelihood of convergence on a useful gram-
mar is low. Pereira and Schabes (1992); Schabes, Roth, et al. (1993) show that con-
straining the analyses considered during re-estimation to those consistent with manual
parses of a treebank reduces computational complexity and leads to a useful grammar.
Briscoe and Waegner (1993); Briscoe (1994) demonstrate that similar results can be
obtained by imposing general linguistic constraints on the initial grammar and biasing
initial probabilities to favour linguistically motivated core rules, while still training on
plain text. Nevertheless, such techniques are currently limited to simple grammars with
category sets of a dozen or so non-terminals or to training on manually parsed data. The
induced PCFG can also be used to rank parses and results of around 80% fit between
correct and automatically-generated analyses have been obtained. It is not possible to
directly compare these results with those from pure disambiguation experiments, but
there is no doubt that although these systems are achieving 100% or very close gram-
matical coverage, the use of the resulting PCFG language model for disambiguation
only yields fully correct analyses in around 30% of cases.
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Chapter 4

L anguage Generation

4.1 Overview

Eduard Hovy
University of Southern California, Marina del Rey, California, USA

The area of study called natural language generation (NLG) investigates how computer

programs can be made to produce high-quality natural language text from computer-

internal representations of information. Motivations for this study range from en-

tirely theoretical (linguistic, psycholinguistic) to entirely practical (for the produc-

tion of output systems for computer programs). Useful overviews of the research are

Dale, Hovy, et al. (1992); Paris, Swartout, et al. (1990); Kempen (1987); Bateman and Hovy (1992);
McKeown and Swartout (1987); Mann, Bates, et al. (1981). The stages of language

generation for a given application, resulting in speech output, are shown in Figure

4.1.

This section discusses the following:

o the overall state of the art in generation,
e significant gaps of knowledge, and
e new developments and infrastructure.

For more detail, it then turns to two major areas of generation theory and practice:
single-sentence generation (also called realization or tactical generation) and multisen-
tence generation (also called text planning or strategic generation).

4.1.1 State of the Art

No field of study can be described adequately using a single perspective. In order to
understand NLG it is helpful to consider independently the tasks of generation and the
process of generation. Every generator addresses one or more tasks and embodies one
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Figure 4.1: The stages of language generation.

(or sometimes two) types of process. One can identify three types of generator task:
text planning, sentence planning, and surface realization. Text planners select from a
knowledge pool which information to include in the output, and out of this create a text
structure to ensure coherence. On a more local scale, sentence planners organize the
content of each sentence, massaging and ordering its parts. Surface realizers convert
sentence-sized chunks of representation into grammatically correct sentences. Gener-
ator processes can be classified into points on a range of sophistication and expressive
power, starting with inflexible canned methods and ending with maximally flexible fea-
ture combination methods. For each point on this range, there may be various types of
implemented algorithms.

The simplest approach, canned text systems, is used in the majority of software:
the system simply prints a string of words without any change (error messages, warn-
ings, letters, etc.). The approach can be used equally easily for single-sentence and for
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multi-sentence text generation. Trivial to create, the systems are very wasteful. Tem-
plate systems, the next level of sophistication, are used as soon as a message must
be produced several times with slight alterations. Form letters are a typical template
application, in which a few open fields are filled in specified constrained ways. The
template approach is used mainly for multisentence generation, particularly in applica-
tions whose texts are fairly regular in structure such as some business reports. The text
planning components of the U.S. companies CoGenTex (Ithaca, NY) and Cognitive
Systems Inc. (New Haven, CT) enjoy commercial use. On the research side, the early
template-based generator ANA (Kukich, 1983) produced stock market reports from a
news wire by filling appropriate values into a report template. More sophisticated,
the multisentence component of TEXT (McKeown, 1985) could dynamically nest in-
stances of four stereotypical paragraph templates called schemas to create paragraphs.
TAILOR (Paris, 1993a) generalized TEXT by adding schemas and more sophisticated
schema selection criteria.

Phrase-based systems employ what can be seen as generalized templates, whether
at the sentence level (in which case the phrases resemble phrase structure grammar
rules) or at the discourse level (in which case they are often called text plans). In such
systems, a phrasal pattern is first selected to match the top level of the input (say, [SUB-
JECT VERB 0BJECT]), and then each part of the pattern is expanded into a more specific
phrasal pattern that matches some subportion of the input (say, [DETERMINER ADJEC-
TIVES HEAD-NOUN MODIFIERS]), and so on; the cascading process stops when every
phrasal pattern has been replaced by one or more words. Phrase-based systems can
be powerful and robust, but are very hard to build beyond a certain size, because the
phrasal interrelationships must be carefully specified to prevent inappropriate phrase
expansions. The phrase-based approach has mostly been used for single-sentence gen-
eration (since linguists’ grammars provide well-specified collections of phrase struc-
ture rules). A sophisticated example is MUMBLE (McDonald, 1980; Meteer, McDonald, et al., 1987),
built at the University of Massachusetts, Amherst. Over the past five years, however,
phrase-based multisentence text structure generation (often called text planning) has
received considerable attention in the research community, with the development of
the RST text structurer (Hovy, 1988), the EES text planner (Moore, 1989), and several
similar systems (Dale, 1990; Cawsey, 1989; Suthers, 1993), in which each so-called
text plan is a phrasal pattern that specifies the structure of some portion of the dis-
course, and each portion of the plan is successively refined by more specific plans until
the single-clause level is reached. Given the lack of understanding of discourse struc-
ture and the paucity of the discourse plan libraries, however, such planning systems do
not yet operate beyond the experimental level.

Feature-based systems represent, in a sense, the limit point of the generalization
of phrases. In feature-based systems, each possible minimal alternative of expression
is represented by a single feature; for example, a sentence is either POSITIVE or NEG-
ATIVE, it is @ QUESTION Or an IMPERATIVE Of a STATEMENT, its tense is PRESENT
or PAST and so on. Each sentence is specified by a unique set of features. Generation
proceeds by the incremental collection of features appropriate for each portion of the
input (either by the traversal of a feature selection network or by unification), until
the sentence is fully determined. Feature-based systems are among the most sophisti-
cated generators built today. Their strength lies in the simplicity of their conception:
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any distinction in language is defined as a feature, analyzed, and added to the system.
Their strength lies in the simplicity of their conception: any distinction in language
can be added to the system as a feature. Their weakness lies in the difficulty of main-
taining feature interrelationships and in the control of feature selection (the more fea-
tures available, the more complex the input must be). No feature-based multisentence
generators have been built to date. The most advanced single-sentence generators of
this type include PENMAN (Matthiessen, 1983; Mann & Matthiessen, 1985) and its
descendant KPML (Bateman, Maier, et al., 1991), the Systemic generators developed
at USC/ISI and IPSI; COMMUNAL (Fawcett, 1992) a Systemic generator developed
at Wales; the Functional Unification Grammar framework (FUF) (Elhadad, 1992) from
Columbia University; SUTRA (Von Hahn, Hoppner, et al., 1980) developed at the Uni-
versity of Hamburg; SEMTEX (Rdsner, 1986) developed at the University of Stuttgart;
and POPEL (Reithinger, 1991) developed at the University of the Saarland. The two
generators most widely distributed, studied, and used are PENMAN/KPML and FUF.
None of these systems are in commercial use.

4.1.2 Significant Gaps and Limitations

It is safe to say that at the present time one can fairly easily build a single-purpose
generator for any specific application, or with some difficulty adapt an existing sentence
generator to the application, with acceptable results. However, one cannot yet build
a general-purpose sentence generator or a non-toy text planner. Several significant
problems remain without sufficiently general solutions:

e lexical selection

sentence planning

discourse structure

domain modeling

generation choice criteria

Lexical Selection: Lexical selection is one of the most difficult problems in gen-
eration. At its simplest, this question involves selecting the most appropriate sin-
gle word for a given unit of input. However, as soon as the semantic model ap-
proaches a realistic size, and as soon as the lexicon is large enough to permit alter-
native locutions, the problem becomes very complex. In some situation, one might
have to choose among the phrases John’s car, John’s sports car, his speedster, the
automobile, the red vehicle, the red Mazda for referring to a certain car. The de-
cision depends on what has already been said, what is referentially available from
context, what is most salient, what stylistic effect the speaker wishes to produce,
and so on. A considerable amount of work has been devoted to this question, and
solutions to various aspects of the problem have been suggested (see for example
Goldman (1975); Elhadad and Robin (1992); McKeown, Robin, et al. (1993)). At this
time no general methods exist to perform lexical selection. Most current generator sys-
tems simply finesse the problem by linking a single lexical item to each representation



4.1 Overview 135

unit. What is required: Development of theories about and implementations of lexical
selection algorithms, for reference to objects, event, states, etc., and tested with large
lexica.

Discourse Structure: One of the most exciting recent research developments in
generation is the automated planning of paragraph structure. The state of the art in
discourse research is described in Chapter 6. So far, no text planner exists that can
reliably plan texts of several paragraphs in general. What is required: Theories of the
structural nature of discourse, of the development of theme and focus in discourse,
and of coherence and cohesion; libraries of discourse relations, communicative goals,
and text plans; implemented representational paradigms for characterizing stereotypi-
cal texts such as reports and business letters; implemented text planners that are tested
in realistic non-toy domains.

Sentence Planning: Even assuming the text planning problem is solved, a num-
ber of tasks remain before well-structured multisentence text can be generated. These
tasks, required for planning the structure and content of each sentence, include: pro-
noun specification, theme signaling, focus signaling, content aggregation to remove
unnecessary redundancies, the ordering of prepositional phrases, adjectives, etc. Anel-
egant system that addressed some of these tasks is described in (Appelt, 1985). While
to the nonspecialist these tasks may seem relatively unimportant, they can have a sig-
nificant effect and make the difference between a well-written and a poor text. What
is required: Theories of pronoun use, theme and focus selection and signaling, and
content aggregation; implemented sentence planners with rules that perform these op-
erations; testing in realistic domains.

Domain Modeling: A significant shortcoming in generation research is the lack of
large, well-motivated application domain models, or even the absence of clear princi-
ples by which to build such models. A traditional problem with generators is that the
inputs are frequently hand-crafted, or are built by some other system that uses represen-
tation elements from a fairly small hand-crafted domain model, making the generator’s
inputs already highly oriented toward the final language desired. It is very difficult
to link a generation system to a knowledge base or database that was originally de-
veloped for some non-linguistic purpose. The mismatches between the representation
schemes demonstrate the need for clearly articulated principles of linguistically appro-
priate domain modeling and representational adequacy (see also Meteer, 1990). The
use of high-level language-oriented concept taxonomies such as the Penman Upper
Model (Bateman, Moore, et al., 1990) to act as a bridge between the domain appli-
cation’s concept organization and that required for generation is becoming a popular
(though partial) solution to this problem. What is required: Implemented large-size
(over 10,000 concepts) domain models that are useful both for some non-linguistic
application and for generation,; criteria for evaluating the internal consistency of such
models; theories on and practical experience in the linking of generators to such mod-
els; lexicons of commensurate size.

Generation Choice Criteria: Probably the problem least addressed in generator
systems today is the one that will take the longest to solve. This is the problem of
guiding the generation process through its choices when multiple options exist to han-
dle any given input. It is unfortunately the case that language, with its almost infinite
flexibility, demands far more from the input to a generator than can be represented to-
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day. As long as generators remain fairly small in their expressive potential then this
problem does not arise. However, when generators start having the power of saying the
same thing in many ways, additional control must be exercised in order to ensure that
appropriate text is produced. As shown in Hovy (1988) and Jameson (1987), different
texts generated from the same input carry additional, non-semantic import; the stylistic
variations serve to express significant interpersonal and situational meanings (text can
be formal or informal, slanted or objective, colorful or dry, etc.). In order to ensure
appropriate generation, the generator user has to specify not only the semantic content
of the desired text, but also its pragmatic—interpersonal and situational—effects. Very
little research has been performed on this question beyond a handful of small-scale
pilot studies. What is required: Classifications of the types of reader characteristics
and goals, the types of author goals, and the interpersonal and situational aspects that
affect the form and content of language; theories of how these aspects affect the genera-
tion process; implemented rules and/or planning systems that guide generator systems’
choices; criteria for evaluating appropriateness of generated text in specified commu-
nicative situations.

4.1.3 Future Directions

Infrastructure Requirements: The overarching challenge for generation is scaling
up to the ability to handle real-world, complex domains. However, given the history
of relatively little funding support, hardly any infrastructure required for generation
research exists today.

The resources most needed to enable both high-quality research and large-scale
generation include the following:

o Large well-structured lexicons of various languages. Without such lexicons, gen-
erator builders have to spend a great deal of redundant effort, collecting standard
morphological and syntactic information to include in lexical items. As has been
shown recently in the construction of the Penman English lexicon of 90,000+
items, it is possible to extract enough information from online dictionaries to
create lexicons, or partial lexicons, automatically.

o Large well-structured knowledge bases. Paralleling the recent knowledge base
construction efforts centered around WordNet (Miller, 1985) in the U.S., a large
general-purpose knowledge base that acts as support for domain-specific ap-
plication oriented knowledge bases would help to speed up and enhance gen-
erator porting and testing on new applications. An example is provided by
the ontology construction program of the Pangloss machine translation effort
(Hovy & Knight, 1993).

e Large grammars of various languages. The general availability of such grammars
would free generator builders from onerous and often repetitive linguistic work,
though different theories of language naturally result in very different grammars.
However, a repository of grammars built according to various theories and of
various languages would constitute a valuable infrastructure resource.
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o Libraries of text plans. As discussed above, one of the major stumbling blocks in
the ongoing investigation of text planning is the availability of a library of tested
text plans. Since no consensus exists on the best form and content of such plans,
it is advisable to pursue several different construction efforts.

Longer-term Research Projects: Naturally, the number and variety of promising
long-term research projects is large. The following directions have all been addressed
by various researchers for over a decade and represent important strands of ongoing
investigation:

o stylistically appropriate generation

e psycholinguistically realistic generation

e reversible multilingual formalisms and algorithms

e continued development of grammars and generation methods
e generation of different genres/types of text

Near- and Medium-term Applications with Payoff Potential: Taking into ac-
count the current state of the art and gaps in knowledge and capability, the following
applications (presented in order of increasing difficulty) provide potential for near-term
and medium-term payoff:

e Database Content Display: The description of database contents in natural lan-
guage is not a new problem, and some such generators already exist for specific
databases. The general solution still poses problems, however, since even for rel-
atively simple applications it still includes unsolved issues in sentence planning
and text planning.

e Expert System Explanation: This is a related problem, often however requir-
ing more interactive ability, since the user’s queries may not only elicit more
information from a (static, and hence well-structured) database, but may cause
the expert system to perform further reasoning as well, and hence require the dy-
namic explanation of system behavior, expert system rules, etc. This application
also includes issues in text planning, sentence planning, and lexical choice.

e Speech Generation: Simplistic text-to-speech synthesis systems have been avail-
able commercially for a number of years, but naturalistic speech generation in-
volves unsolved issues in discourse and interpersonal pragmatics (for example,
the intonation contour of an utterance can express dislike, questioning, etc.). To-
day, only the most advanced speech synthesizers compute syntactic form as well
as intonation contour and pitch level.

e Limited Report and Letter Writing: As mentioned in the previous section,
with increasingly general representations for text structure, generator systems
will increasingly be able to produce standardized multiparagraph texts such as
business letters or monthly reports. The problems faced here include text plan
libraries, sentence planning, adequate lexicons, and robust sentence generators.
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e Presentation Planning in Multimedia Human-Computer Interaction: By
generalizing text plans, Hovy and Arens (1991) showed that it is possible also to
control some forms of text formatting, and then argued that further generalization
will permit the planning of certain aspects of multimedia presentations. Ongoing
research in the WIP project at Saarbriicken (Wahlster, André, et al., 1991) and
the COMET project at Columbia University (Feiner & McKeown, 1990) have
developed impressive demonstration systems for multimedia presentations in-
volving planning and language generation.

e Automated Summarization: A somewhat longer-term functionality that would
make good use of language generation and discourse knowledge is the automated
production of summaries. Naturally, the major problem to be solved first is the
identification of the most relevant information.

During the past two decades, language generation technology has developed to the
point where it offers general-purpose single-sentence generation capability and limited-
purpose multisentence paragraph planning capability. The possibilities for the growth
and development of useful applications are numerous and exciting. Focusing new re-
search on specific applications and on infrastructure construction will help turn the
promise of current text generator systems and theories into reality.

4.2 Syntactic Generation

Gertjan van Noord? & Glinter Neumann?®

¢ Alfa-informatica RUG, The Netherlands
® Deutsches Forschungzentrum fiir Kiinstliche Intelligenz, Saarbriicken, Germany

In a natural language generation module, we often distinguish two components. On
the one hand it needs to be decided what should be said. This task is delegated to
a planning component. Such a component might produce an expression representing
the content of the proposed utterance. On the basis of this representation the syntactic
generation component produces the actual output sentence(s). Although the distinction
between planning and syntactic generation is not uncontroversial, we will nonetheless
assume such an architecture here, in order to explain some of the issues that arise in
syntactic generation.

A (natural language) grammar is a formal device that defines a relation between
(natural language) utterances and their corresponding meanings. In practice, this usu-
ally means that a grammar defines a relation between strings and logical forms. During
natural language understanding, the task is to arrive at a logical form that corresponds
to the input string. Syntactic generation can be described as the problem of finding the
corresponding string for an input logical form.

We are thus making a distinction between the grammar which defines this rela-
tion, and the procedure that computes the relation on the basis of such a grammar. In
the current state of the art, unification-based (or more general: constraint-based) for-
malisms are used to express such grammars, e.g., Lexical Functional Grammar (LFG)
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(Bresnan, 1982), Head-Driven Phrase-Structure Grammar (HPSG) (Pollard & Sag, 1987)
and constraint-based categorial frameworks (cf. Uszkoreit, 1986 and Zeevat, Klein, et al., 1987).

Almost all modern linguistic theories assume that a natural language grammar not
only describes the correct sentences of a language, but that such a grammar also de-
scribes the corresponding semantic structures of the grammatical sentences. Given
that a grammar specifies the relation between phonology and semantics it seems obvi-
ous that the generator is supposed to use this specification. For example, Generalized
Phrase Structure Grammars (GPSG) (Gazdar, Klein, et al., 1985) provide a detailed de-
scription of the semantic interpretation of the sentences licensed by the grammar. Thus
one might assume that a generator based on GPSG constructs a sentence for a given
semantic structure, according to the semantic interpretation rules of GPSG. Alterna-
tively, Busemann (1990) presents a generator, based on GPSG, which does not take
as its input a logical form, but rather some kind of control expression which merely
instructs the grammatical component which rules of the grammar to apply. Similarly,
in the conception of Gardent and Plainfossé (1990), a generator is provided with some
kind of deep structure which can be interpreted as a control expression instructing the
grammar which rules to apply. These approaches to the generation problem clearly
solve some of the problems encountered in generation—simply by pushing the prob-
lem into the conceptual component (i.e., the planning component). In this overview we
focus on the more ambitious approach sketched above.

The success of the currently developed constraint-based theories is due to the fact
that they are purely declarative. Hence, it is an interesting objective—theoretically
and practically—to use one and the same grammar for natural language understanding
and generation. In fact the potential for reversibility was a primary motivation for the
introduction of Martin Kay’s Functional Unification Grammar (FUG). In recent years
interest in such a reversible architecture has led to a number of publications.*

4.2.1 State of the Art

The different approaches towards the syntactic generation problem can be classified
according to a number of dimensions. It is helpful to distinguish between

e Definition of the search space

— Left-right vs. Bidirectional processing
— Top-down vs. Bottom-up processing

e Traversal of the search space

A generator proceeds from left to right if the elements of the right-hand-side of
a rule are processed in a left-to-right order. This order is very common for parsing,

1See for example Strzalkowski, Carballo, et al. (1995); Strzalkowski (1994) a collection of papers based
on the 1991 ACL workshop Reversible Grammars in Natural Language Processing’; some other refer-
ences are Appelt (1987); Jacobs (1988); Dymetman and Isabelle (1988). However, it is currently a matter
of debate, whether one and the same grammar should actually be employed at run-time by both processes
without any change (e.g., Shieber, 1988; Shieber, Pereira, et al., 1990; VanNoord, 1993; Neumann, 1994)
or whether two separate grammars should better be compiled out of a single source grammar (e.g.,
Block, 1994; Dymetman, Isabelle, et al., 1990; Strzalkowski, 1989.)
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but turns out to be unsuitable for generation. For example, Shieber (1988) presents
an Earley-based generation algorithm that follows a left-to-right scheduling. It has
been shown that such a strategy leads to a very inefficient behavior when applied
for generation. The reason is that the important information that guides the gener-
ation process, namely the logical forms, is usually percolated in a different manner.
Therefore, semantic-head-driven generation approaches have become popular, most
notably the algorithm described in Shieber, Pereira, et al. (1990); VanNoord (1990);
VanNoord (1993), but see also Calder, Reape, et al. (1989); Gerdemann and Hinrichs (1990);
Gerdemann (1991); Neumann (1994). Such approaches aim at an order of processing
in which an element of the right-hand-side of a rule is only processed once its corre-
sponding logical form has been determined.

As in parsing theory, generation techniques can be classified according to the way
they construct the derivation trees. Bottom-up and top-down traversals have been pro-
posed as well as mixed strategies. For example, bottom-up generation strategies are
described in Shieber (1988); VanNoord (1993), top-down approaches are described
in Wedekind (1988); Dymetman, Isabelle, et al. (1990), and mixed strategies are de-
scribed in Shieber, Pereira, et al. (1990); Gerdemann (1991); Neumann (1994).

As in parsing, bottom-up approaches solve some non-termination problems that are
encountered in certain top-down procedures.

The above mentioned two dimensions characterize the way in which derivation
trees are constructed. A particular choice of these parameters defines a non-deterministic
generation scheme, giving rise to a search space that is to be investigated by an actual
generation algorithm. Hence, generation algorithms can be further classified with re-
spect to the search strategy they employ. For example, a generation algorithm might
propose a depth-first backtrack strategy. Potentially more efficient algorithms might
use a chart to represent successfully branches of the search space, optionally combined
with a breadth-first search (see for example, Gerdemann, 1991; Calder, Reape, et al., 1989).
Moreover, there also exist chart-based agenda driven strategies which allow the mod-
eling of preference-based best-first strategies (e.g., Den, 1994; Neumann, 1994).

4.2.2 Future Directions

Syntactic generation is one of the most elaborated and investigated fields in the area
of natural language generation. In particular, due to the growing research in the Com-
putational Linguistics area, syntactic generation has now achieved a methodological
status comparable to that of natural language parsing. However, there are still strong
limitations which weakens their general applicability for arbitrary application systems.
Probably the most basic problems are:

e Lexical and grammatical coverage
e Re-usability
o Limited functional flexibility

None of the syntactic generators process grammars whose size and status would
go beyond that of a laboratory one. The newly proposed approaches in Computational
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Linguistics are in principle capable of processing declaratively specified grammars,
and hence are potentially open to grammars which can be incrementally extended.
However, as long as the grammars do not achieve a critical mass, the usability of the
approaches for very large grammars is purely speculative. The same is true for the
status of the lexicons. Currently, generators only use small lexicons. Consequently
most of the systems trivialize the problem of lexical choice as being a simple look-
up method. However, if very large lexicons were to be used then the lexical choice
problem would require more sophisticated strategies.

Of course, there exists some generators whose grammatical coverage is of interest,
most notably those from the Systemic Linguistics camp (see section 4.1). However,
these generation grammars have a less transparent declarative status, and hence are
limited with respect to re-usability and adaptation to other systems.

All known syntactic generators have a limited degree of functionality. Although
some approaches have been proposed for solving specific problems, such as generating
ellipsis (e.g., Jameson & Wabhlster, 1982); generation of paraphrases (e.g., Meteer & Shaked, 1988;
Neumann, 1994); generation of referential expressions (Dale, 1990); or incremental
generation (e.g., DeSmedt & Kempen, 1987), there exists currently no theoretical and
practical framework, which could serve as a platform for combining all these specific
operational issues.

Taking these limitations as a basis, important key research problems specific to
syntactic generation are:

Large Grammars and Lexicons: These are needed for obtaining reasonable linguis-
tic competence. As a prerequisite, grammatical knowledge must be specified declar-
atively in order to support the re-usability, not only for other systems, but also for
integrating different specific generation performance methods.

Reversibility: If we want to obtain realistic generation systems then interleaving nat-
ural language generation and understanding will be important, e.g., for text revision. It
is reasonable to assume that for the case of grammatical processing reversible gram-
mars as well as uniform processing methods are needed. Such a uniform framework
might also serve as a platform for integrating generation and understanding specific
performance methods.

Incremental Processing: Rather than generating on the basis of a single complete
logical form, some researchers have investigated the possibility of generating incre-
mentally. In such a model small pieces of semantic information are provided to the
tactical generator one at the time. Such a model might better explain certain psy-
cholinguistic observations concerning human language production (cf. for example
DeSmedt & Kempen, 1987).

Producing a non-Ambiguous Utterance: The generation procedures sketched above
all come up with a possible utterance for a given meaning representation. However,
given that natural language is very ambiguous the chances are that this proposed ut-
terance itself is ambiguous, and therefore might lead to undesired side-effects. Some
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preliminary techniques to prevent the production of ambiguous utterances are discussed
in Neumann and van Noord (1994); Neumann (1994).

Integration of Template- and Grammar-based Generation: This will be important
in order to obtain efficient but flexible systems. This would allow competence grammar
to be used in those cases where prototypical constructions (i.e., the templates) are not
appropriate or even available.

Logical Equivalence: Animportant theoretical and practical problem for natural lan-
guage generation is the problem of logical form equivalence. For a discussion of this
problem, refer to Shieber (1993).

4.3 Deep Generation

John Bateman
GMD, IPSI, Darmstadt, Germany

Although crucial to the entire enterprise of automatic text generation, deep generation
remains a collection of activities lacking a clear theoretical foundation at this time. The
most widely accepted views on what constitutes deep generation are already exhausted
by a small number of techniques, resources, and algorithms revealing as many prob-
lems as they can actually claim to solve. For these reasons, recent research work in
text generation centers on aspects of deep generation and it is here that serious break-
throughs are most needed. Whereas the goal of deep generation is to produce specifica-
tions of sufficiently fine granularity and degree of linguistic abstraction to drive surface
generators, how it is to do so, and from what starting point, remains unclear.

4.3.1 State of the Art

Although deep generation is most often seen as notionally involving two subtasks—

selecting the content for a text and imposing an appropriate linear order on that con-

tent’s expression—it is now usually accepted that this decomposition is problematic.

The subtasks are sufficiently interdependent as to make such a decomposition ques-

tionable. Linear order is achieved by the intermediate step of constructing a recur-

sive text structure, typically the province of text planning. The two standard methods

for constructing text structure, text schemata (e.g., McKeown, 1985; McCoy, 1986;

Rambox & Korelsky, 1992; Paris, 1993b) and rhetorical structuring (e.g., Mann & Thompson, 1987;
Hovy, 1993; Moore & Paris, 1993), both combine content selection and textual orga-

nization.

Text schemata describe text on the model of constituency. A text is defined in terms
of a macro structure with constituents given by rhetorical predicates, such as Identifi-
cation, Constituency, and Analogy. Individual rhetorical predicates generally include
both constraints on the information they express and particular surface realization con-
straints. Rhetorical predicates are combined in fixed configurations, the text schemata.
The most commonly cited problems with text schemata are their rigidity and lack of
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intentional information (cf. Moore & Paris, 1993): i.e., if an identification predicate
appears, there is no record as to why a speaker has selected this predicate. This is
particularly problematic for dialogue situations where breakdowns can occur. Despite
these problems, however, schemata are still sometimes selected on the basis of their
simplicity and ease of definition (cf. Rambox & Korelsky, 1992).

In contrast to text schemata, rhetorical structures define the relational structure of
a text. They show how a text can be recursively decomposed into smaller segments.
These component segments are related to one another by means of a small set of rhetor-
ical relations, such as elaboration, solutionhood, volitional cause, etc. Each such
rhetorical relation is defined in terms of a distinctive set of constraints on the infor-
mation presented in the segments related and in those segments’ combination, on the
speaker/hearer belief states, and on the effect that the speaker is attempting to achieve
with the relation. It is generally assumed that imposing a rhetorical organization en-
ables the information to be presented to be segmented into sufficiently small-scale
chunks as to admit expression by surface generators. Rhetorical organization is typ-
ically constructed by using a top-down goal-oriented planning strategy with the rhetor-
ical relation definitions as plan operators. However, while earlier rhetorical structure
approaches tended to equate rhetorical relations with discourse intentions, this does not
appear equally appropriate for all rhetorical relations. Those relations that are based on
the informational content of the segments related underconstrain possible discourse in-
tentions; for example, a circumstance relation can be given for many distinct discourse
purposes. The most well developed versions of rhetorical structure-based text plan-
ning thus separate out at least discourse intentions and rhetorical relations and allow a
many-to-many relation between them, as defined by the system’s planing operators.

An example of such a plan operator from the system of Moore and Paris (1993) is
the following:

EFFECT: (PERSUADED ?hearer (DO ?hearer ?act))
CONSTRAINTS: (AND (STEP ?act ?goal)
(GOAL ?hearer ?goal)
(MOST-SPECIFIC ?goal)
(CURRENT-FOCUS ?act)
(SATELLITE))
NUCLEUS: (FORALL ?goal
(MOTIVATION ?act ?goal))
SATELLITES: nil

The successful application of this operator has the effect that a state of the hearer being
persuaded (a discourse intention) to do some act is achieved. The operator may be ap-
plied when the specified constraints hold. When this is the case, a rhetorical structuring
involving motivation is constructed. Information selection is thus achieved as a side-
effect of binding variables in the operator’s constraints. Further, such plan operators
then decompose the rhetorical relation motivation until sequences of surface speech
acts are reached. The Moore and Paris system contains approximately 150 such plan
operators and is considered sufficiently stable for use in various application systems.
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Particular text schemata are associated with specific communicative intentions (such
as answering a specified user-question or constructing a specified text-type) directly.
Rhetorical relations are included as the possible expansions of plan operators with com-
municative intentions as their effects. The intentions employed are typically defined by
an application system or a research interest—for example, Suthers (1991) presents a
useful set for generating pedagogically adequate explanations, others (McKeown, 1985;
Reiter, Mellish, et al., 1992) adopt sets of possible responses to questions addressed to
databases. The lack of clear definitions for what is to be accepted as an intention con-
stitutes a substantial theoretical problem.

Whereas text schemata, which are now generally interpreted as pre-compiled plan
sequences, and rhetorical structuring impose text structure on information, there are
cases where it is argued that it is better for the information to be expressed imposes its
structure more freely on text. Such data-driven approaches (cf. Hovy, 1988; Kittredge, Korelsky, et al., 1991;
Suthers, 1991; Meteer, 1991; McDonald, 1992), allow an improved opportunistic re-
sponse to the contingencies of particular generation situations. Data-driven critics can
be combined with the top-down planning of rhetorical structures in order to improve
structures according to aggregation rules (Hovy, 1993) or text heuristics (Scott & de Souza, 1990).
A variation on data-driven content selection is offered by allowing transformation of
the information itself, by means of logical inference rules defined over the knowledge
base (e.g., Horacek, 1990).

Finally, a further active area of research is the addition of dynamic constraints on
the construction of rhetorical structures. Two examples of such constraints are the use
of focus (McCoy & Cheng, 1991) and thematic development (Hovy, Lavid, et al., 1992)
to direct selection among alternative rhetorical organizations.

4.3.2 Limitations

Although an increasing number of systems find the use of rhetorical relations, aug-
mented in the ways described above, an effective means of planning text, a lack of clar-
ity in the definitions of rhetorical relations and weaknesses in their processing schemes
result in some inherent limitations. These limitations are often hidden in specific con-
texts of use by hardwiring decisions and constraints that would most cases need to be
explicitly represented as linguistic resources and decisions. Success in the particular
case should therefore always be re-considered in terms of the cost of re-use.

The selection of appropriate granularities for the presentation of information re-
mains an unsolved problem. Information will be packaged into units depending on
contingencies of that information’s structure, on the text purpose, on the expected au-
dience, on the writer’s biases, etc. This general aggregation problem requires solutions
that go beyond specific heuristics.

Also problematic is the assumption that a rhetorical structure can decompose a text
down to the granularity of inputs required for surface generators. Current systems im-
pose more or less ad hoc mappings from the smallest segments of the rhetorical struc-
ture to their realizations in clauses. Much fine-scaled text flexibility is thus sacrificed
(cf. Meteer, 1991); this also reduces the multilingual effectiveness of such accounts.

Finally, algorithms for deep generation remain in a very early stage of develop-
ment. It is clear that top-down planning is not sufficient. The interdependencies
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between many disparate kinds of information suggest the application of constraint-

resolution techniques (Paris & Maier, 1991) (as shown in the example plan operator

given above) , but this has not yet been carried out for substantial deep generation
components. The kinds of inferences typically supported in deep generation com-

ponents are also limited, and so more powerful inference techniques (e.g., abduction

Lascarides & Oberlander, 1992; decompositional, causal-link planning Young, Moore, et al., 1994)
may be appropriate.

4.3.3 Future Directions

Computational components responsible for deep generation are still most often shaped
by their concrete contexts of use, rather than by established theoretical principles. The
principal problem of deep generation is thus one of uncovering the nature of the nec-
essary decisions underlying textual presentation and of organizing the space of such
decisions appropriately. It is crucial that methodologies and theoretical principles be
developed for this kind of linguistic description.

Furthermore, current work on more sophisticated inferencing capabilities need to
be brought to bear on deep generation. Important here, however, is to ensure that this is
done with respect to sufficiently complex sources of linguistic constraint. Approaches
rooted in mainstream (computational) linguistics posit fewer linguistic constraints in
favor of more powerful inferencing over common sense knowledge. Shieber (1993),
for example, divides generation generally into the generator (i.e., surface generator:
mapping semantics to syntax) and the reasoner (the rest: pragmatics), whereby infer-
ences are allowed to blend into common sense reasoning. This leaves no theoretically
well-specified space of linguistic decisions separate to general inferential capabilities.
The consequences of this for generation are serious; it is essential that more structured
sources of constraint are made available if generation is to succeed.

Very rich, but computationally underspecified, proposals in this area can be found
in functional approaches to language and text (cf. Martin, 1992); results here suggest
that the space of linguistic text organizational decisions is highly complex—similar
to the kind of complexity found within grammars and lexicons. One methodology to
improve the status of such accounts is then to use the control requirements of gram-
mars and semantics as indications of the kinds of distinctions that are required at
a deeper, more abstract level of organization (cf. Matthiessen, 1987; Bateman, 1991;
McDonald, 1993). The richer the grammatical and semantic starting points taken here,
the more detailed hypotheses concerning those deeper levels become. This then offers
an important augmentation of the informationally weak approaches from structural lin-
guistics. Sophisticated inferential capabilities combined with strong sources of theo-
retically motivated linguistic constraints appear to offer the most promising research
direction. This is also perhaps the only way to obtain an appropriate balance between
fine detail and generality in the linguistic knowledge proposed. New work in this area
includes that of the ESPRIT Basic Research Action DANDELION (EP6665).

A further key problem is the availability of appropriately organized knowledge rep-
resentations. Although in research the generation system and the application system
are sometimes combined, this cannot be assumed to be the case in general. The infor-
mation selected for presentation will therefore be drawn from a representational level
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which may or may not have some linguistically relevant structuring, depending on the
application or generation system architecture involved. This information must then be
construed in terms that can be related to some appropriate linguistic expression and,
as McDonald (1994) points out with respect to application systems providing only raw
numerical data, this latter step can be a difficult one in its own right. More general
techniques for relating knowledge and generation intentions can only be provided if
knowledge representation is guided more by the requirements of natural language. It is
difficult for a knowledge engineer to appreciate just how inadequate a domain model
that is constructed independently of natural language considerations—although possi-
bly highly elegant and inferentially-adequate for some application—typically reveals
itself when natural language generation is required (cf. Novak, 1991). If text generation
is required, it is necessary for this to be considered at the outset in the design of any
knowledge-based system; otherwise an expensive redesign or limited text generation
capabilities will be unavoidable.
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Chapter 5

Spoken Output Technologies

5.1 Overview

Yoshinori Sagisaka
ATR Interpreting Telecommunications Research Laboratories, Tokyo, Japan

5.1.1 A Global View of Synthesis Research

Speech synthesis research predates other forms of speech technology by many years.
In the early days of synthesis, research efforts were devoted mainly to simulating hu-
man speech production mechanisms, using basic articulatory models based on electro-
acoustic theories. Though this modeling is still one of the ultimate goals of synthesis
research, advances in computer science have widened the research field to include Text-
to-Speech (TtS) processing in which not only human speech generation but also text
processing is modeled (Allen, Hunnicutt, et al., 1987). As this modeling is generally
done by a set of rules derived, e.g., from phonetic theories and acoustic analyses, the
technology is typically referred to as speech synthesis by rule.

Figure 5.1 shows the configuration of a standard TtS system. In such systems,
as represented by MITalk (Allen, Hunnicutt, et al., 1987), rule-based synthesis has at-
tained highly intelligible speech quality and can already serve in many practical uses.
Ceaseless efforts have improved the quality of rule-based synthetic speech, step by
step, by alternating speech characteristics analysis with the development of control
rules. However, most of this progress has been system dependent, and remains deeply
embedded within system architectures in impenetrable meshes of detailed rules and
finely tuned control parameters. As a consequence, the expert knowledge that has been
incorporated is not available for sharing commonly and can be very hard to replicate in
equivalent systems by other researchers.

In contrast to this traditional rule-based approach, a corpus-based approach has also
been pursued. In the corpus-based work, well-defined speech data sets have been anno-
tated at various levels with information, such as acoustic-phonetic labels and syntactic
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Figure 5.1: The configuration of a standard TtS system.

bracketing, serving as the foundation for statistical modeling. Spectral and prosodic
feature parameters of the speech data are analyzed in relation to the labeled informa-
tion, and their control characteristics are quantitatively described. Based on the results
of these analyses, a computational model is created and trained using the corpus. By
subsequently applying the resulting model to unseen test data, its validity and any de-
fects can be quantitatively shown. By feeding back results from such tests into the
original model with extended training, further improvements can be attained in a cycli-
cal process.

As can be easily seen, these formalized procedures characteristic of the corpus-
based approach provide for a clear empirical formulation of the controls underlying
speech and, with their specific training procedures and their objective evaluation re-
sults, can be easily replicated by other researchers with other databases of equivalently
annotated speech. In the last decade, the corpus-based approach has been applied to
both spectral and prosodic control for speech synthesis. In the following paragraphs,
these speech synthesis research activities will be reviewed, with particular emphasis
on the types of synthesis unit, on prosody control and on speaker charateristics. Other
important topics, such as text processing for synthesis, and spectral parameters and
synthesizers, will be detailed in later sections. Through this introduction to research
activities, it will become clear that the corpus-based approach is the key to understand-
ing current research directions in speech synthesis and to predicting the future outcome
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of synthesis technology.

5.1.2 Synthesis Segment Units

In TtS systems, speech units that are typically smaller than words are used to synthesize
speech from arbitrary input text. Since there are over 10,000 different possible syllables
in English, much smaller units such as phonemes and dyads (phoneme pairs) have typ-
ically been modeled. A speech segment’s spectral characteristics vary with its phonetic
context, as defined by neighboring phonemes, stress and positional differences, and re-
cent studies have shown that speech quality can be greatly affected by these contextual
differences (for example, see Olive, Greenwood, et al., 1993). However, in traditional
rule-based synthesis, though these units have been carefully designed to take into ac-
count phonetic variations, no systematic studies have been carried out to determine
how and where to best extract the acoustic parameters of units or what kind of speech
corpus can be considered optimal.

To bring objective techniques into the generation of appropriate speech units, unit-
selection synthesis has been proposed (Nakajima & Hamada, 1988; Takeda, Abe, et al., 1992;
Sagisaka, Kaiki, et al., 1992). These speech units can be automatically determined
through the analysis of a speech corpus using a measure of entropy on substrings of
phone labels (Sagisaka, Kaiki, et al., 1992). In unit-selection synthesis, speech units
are algorithmically extracted from a phonetically transcribed speech data set using ob-
jective measures based on acoustic and phonetic criteria. These measures indicate the
contextual adequateness of units and the smoothness of the spectral transitions within
and between units. Unlike traditional rule-based concatenation synthesis, speech seg-
ments are not limited to one token per type, and various types and sizes of units with
different contextual variations are used. The phonetic environments of these units and
their precise locations are automatically determined through the selection process. Op-
timal units to match an input phonetic string are then selected from the speech database
to generate the target speech output.

The unit selection process involves a combinatorial search over the entire speech
corpus, and consequently, fast search algorithms have been developed for this pur-
pose as an integral part of current synthesis. This approach is in contrast to traditional
rule-based synthesis where the design of the deterministic units required insights from
the researcher’s own knowledge and expertise. The incorporation of sophisticated but
usually undescribed knowledge was the real bottleneck that prevented the automatic
construction of synthesis systems.

Corpus-based methods provide for a specification of the speech segments required
for concatenative synthesis in three factors:

1. the procedures of the unit selection algorithm;
2. the objective measures used in the selection criteria; and
3. the design of the speech corpus from which the units are extracted.

This modularization of system building is useful not only in reducing construction
effort, but also in allowing precise mathematical specification of the problems and in
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defining ways to cope with them systematically, by improving the selection algorithms,
criteria and data.

5.1.3 Prosody Control

For synthesis of natural-sounding speech, it is essential to control prosody, to ensure
appropriate rhythm, tempo, accent, intonation and stress. Segmental duration control
is needed to model temporal characteristics, just as fundamental frequency control is
needed for tonal characteristics. In contrast to the relative sparsity of work on speech
unit generation, many quantitative analyses have been carried out for prosody con-
trol. Specifically, quantitative analyses and modeling of segmental duration control
have been carried out for many languages using massive annotated speech corpora
(Carlson & Granstrém, 1986; Bartkova & Sorin, 1987; Klatt, 1987; Umeda, 1975).

Segmental duration is controlled by many language specific and universal factors.
In early models, because these control factors were computed independently through
the quantification of control rules, unexpected and serious errors were sometimes seen.
These errors were often caused simply by the application of independently derived
rules at the same time. To prevent this type of error and to assign more accurate du-
rations, statistical optimization techniques that model the often complex interactions
between all the contributing factors have more recently been used.

Traditional statistical techniques such as linear regressive analysis and tree regres-
sion analysis have been used for Japanese (Kaiki, Takeda, et al., 1992) and American
English (Riley, 1992) respectively. To predict the interactions between syllable and
segment level durations for British English a feed-forward neural network has been
employed (Campbell, 1992). In this modeling, instead of attempting to predict the
absolute duration of segments directly, their deviation from the average duration is em-
ployed to quantify the lengthening and shortening characteristics statistically. More-
over, hierarchical control has been included by splitting the calculation into the current
syllable level and its constituent component levels.

While hierarchical control is desired to simulate human temporal organization mech-
anisms, it can be difficult to optimize such structural controls globally. Multiple split
regression (MSR) uses error minimization at arbitrary hierarchical levels by defining a
hierarchical error function (Iwahashi & Sagisaka, 1993). MSR incorporates both linear
and tree regressions as special cases and interpolates between them by controlling the
closeness of the control parameters. Additive-multiplicative modeling, too, is also an
extension of traditional linear analysis techniques, using bilinear expressions and sta-
tistical correlation analyses (Van Santen, 1992). These statistical models can optimize
duration control without losing freedom of conditioned exception control.

To generate an appropriate fundamental frequency (Fy) contour when given only
text as input, an intermediate prosodic structure needs to be specified. Text processing,
as described in section 5.3, is needed to produce this intermediate prosodic structure.
Fy characteristics have been analyzed in relation to prosodic structure by many re-
searchers (Maeda, 1976; Hakoda & Sato, 1980; Pierrehumbert, 1981; Liberman & Pierrehumbert, 1984;
Fujisaki, 1992). As with duration control, in early models, Fy control rules were made
only by assembling independently analyzed F}, characteristics. More recently however,
statistical models have been employed to associate Fy patterns with input linguistic in-
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formation directly, without requiring estimates of the intermediate prosodic structure
(Traber, 1992; Sagisaka, Kaiki, et al., 1992; Yamashita, Tanaka, et al., 1993). In these
models, the same mathematical frameworks as used in duration control have been used,
i.e., feed-forward neural networks, linear and tree regression models.

These computational models can be evaluated by comparing duration or F values
derived from the predictions of the models with actual values measured in the speech
corpus for the same test input sentences. Perceptual studies have also been carried out
to measure the effect of these acoustical differences on subjective evaluation scores
by systematically manipulating the durations (Kato, Tsuzaki, et al., 1992). It is hoped
that a systematic series of perceptual studies will reveal more about human sensitivities
to the naturalness and intelligibility of synthesized speech scientifically and that time
consuming subjective evaluation will no longer be needed.

5.1.4 Speaker Characteristics Control

Speech waveforms contain not only linguistic information but also speaker voice char-
acteristics, as manifested in the glottal waveform of voice excitation and in the global
spectral features representing vocal tract characteristics. The glottal waveform has been
manipulated using a glottal source model (Fant, Liljencrants, et al., 1985) and female
voices (more difficult to model) have been successfully synthesized. However, it is very
difficult to fully automate such parameter extraction procedures and the establishment
of an automatic analysis-synthesis scheme is longed for.

As for vocal tract characteristics, spectral conversion methods have been proposed
that employ the speaker adaptation technology studied in speech recognition (Abe, Nakamura, et al., 1990;
Matsumoto, Maruyama, et al., 1994; Moulines & Sagisaka, 1995). This technology is
also a good example of the corpus-based approach. By deciding on a spectral map-
ping algorithm, a measure for spectral distance and a speech corpora for training of the
mapping, non-parametric voice conversion is defined. The mapping accuracy can be
measured using the spectral distortion measures commonly used in speech coding and
recognition.

5.1.5 Future Directions

As indicated in the above paragraphs, speech synthesis will be studied continuously,
aiming all the while at more natural and intelligible speech. It is quite certain that TtS
technology will create new speech output applications associated with the improvement
of speech quality. To accelerate this improvement, it is necessary to pursue research on
speech synthesis in such a way that each step forward can be evaluated objectively and
can be shared among researchers. To this end, a large amount of commonly available
data is indispensable, and objective evaluation methods should be pursued in relation to
perceptual studies. An important issue of concern to speech synthesis technology is the
variability of output speech. As illustrated by recent advances in speaker characteris-
tics control, the adaptation of vocal characteristics is one dimension of such variability.
We also have to consider variabilities resulting from human factors, such as speaking
purpose, utterance situation and the speaker’s mental state. These paralinguistic fac-
tors cause changes in speaking styles reflected in a change of both voice quality and
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prosody. The investigation of these variations will contribute to elaborate synthetic
speech quality and widen its application fields.

Such progress is not only restricted to TtS technology; future technologies related
to the furtherance of human capabilities are also being developed. Human capabilities,
such as the acquisition of spoken language, bear strong relations to the knowledge
acquisition used in developing speech synthesis systems. Useful language training
tools and educational devices can therefore be expected to come out of the pursuit and
modeling of such knowledge acquisition processes. The corpus-based approach is well
suited to this purpose, and inductive learning from speech corpora will give us hints on
the directions this research must take. To pursue these new possibilities, it is essential
for speech synthesis researchers to collaborate with researchers in other fields related to
spoken language, and to freshly introduce the methodologies and knowledge acquired
in those encounters.

5.2 Synthetic Speech Generation

Christophe d’Alessandro & Jean-Sylvain Liénard
LIMSI-CNRS, Orsay, France

Speech generation is the process which allows the transformation of a string of pho-
netic and prosodic symbols into a synthetic speech signal. The quality of the result
is a function of the quality of the string, as well as of the quality of the generation
process itself. For a review of speech generation in English, the reader is referred to
Flanagan and Rabiner (1973) and Klatt (1987). Recent developments can be found in
Bailly and Benoit (1992), and in Van Santen, Sproat, et al. (1995).

Let us examine first what is requested today from a text-to-speech (TtS) system.
Usually, two quality criteria are proposed. The first one is intelligibility, which can be
measured by taking into account several kinds of units (phonemes, syllables, words,
phrases). The second one, more difficult to define, is often labeled as pleasantness
or naturalness. Actually the concept of naturalness may be related to the concept of
realism in the field of image synthesis: the goal is not to restitute the reality but to
suggest it. Thus, listening to a synthetic voice must allow the listener to attribute this
voice to some pseudo-speaker and to perceive some kind of expressivity as well as
providing some indices characterizing the speaking style and the particular situation
of elocution. For this purpose the corresponding extra-linguistic information must be
supplied to the system (Granstrém & Nord, 1992).

Most of the present TtS systems produce an acceptable level of intelligibility, but
the naturalness dimension, the ability to control expressivity, speech style and pseudo-
speaker identity are still poorly mastered. Let us mention, however, that users de-
mands vary to a large extent according to the field of application: general public ap-
plications such as telephonic information retrieval need maximal realism and natural-
ness, whereas some applications involving professionals (process or vehicle control)
or highly motivated persons (visually impaired, applications in hostile environments)
demand intelligibility with the highest priority.
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5.2.1 Input to the Speech Generation Component

The input string to the speech generation component is basically a phonemic string
resulting from the grapheme to phoneme converter. It is usually enriched with a series
of prosodic marks denoting the accents and pauses. With few exceptions, the phoneme
set of a given language is well defined; thus, the symbols are not ambiguous. However
the transcript may represent either a sequence of abstract linguistic units (phonemes) or
a sequence of acoustic-phonetic units (phones or transitional segments). In the former
case (phonological or normative transcript), it may be necessary to apply some trans-
formations to obtain the acoustical transcript. In order to make this distinction clearer,
let us take a simple example in French. The word médecin (medical doctor) may ap-
pear in a pronunciation dictionary as: “mé-de—cin” /me—doe—-s&/, which is perfectly
correct. But when embedded in a sentence it is usually pronounced in a different way:
“mét—cin” /met—se/. The tense vowel “&” fe/ is realized as its lax counterpart “&” /e/,
the “e” /ce/ disappears, the three syllables are replaced by only two, and the voicing of
the plosive /d/ is neutralized by the presence of the unvoiced /s/ which follows. Without
such rules, the output of the synthesizer may be intelligible, but it may be altered from
the point of view of naturalness. Such transformations are not simple; they imply not
only a set of phonological rules, but also some considerations on the speech style, as
well as on the supposed socio-geographical origin of the pseudo-speaker and on the
speech rate.

Analogously, the prosodic symbols must be processed differently according to their
abstraction level. However, the problem is more difficult, because there is no general
agreement in the phonetic community on a set of prosodic marks that would have a
universal value, even within the framework of a given language. A noticeable exception
is the ToBI system, for transcription of English (Pitrelli, Beckman, et al., 1994). Each
synthesis system defines its own repertory of prosodic entities and symbols, that can
be classified into three categories: phonemic durations, accents and pauses.

5.2.2 Prosody Generation

Usually only the accents and pauses, deduced from the text, are transcribed in the
most abstract form of the prosodic string. But this abstract form has to be transformed
into a flow of parameters in order to control the synthesizer. The parameters to be
computed include the fundamental frequency (Fp), both the duration of each speech
segment, and its intensity, and timber. A melodic (or intonational) model and a duration
model are needed to implement the prosodic structure computed by the text processing
component of the speech synthesizer.

Fy evolution, often considered the main support of prosody, depends on phonetic,
lexical, syntactic and pragmatic factors, as do phonemic durations . Depending on the
language under study, the melodic model is built on different levels, generally the word
level (word accent) and the sentence or phrase level (phrase accent). The aim of the
melodic model is to compute Fy curves. Three major types of melodic models are cur-
rently in use for Fy generation. The first type of melodic model is production-oriented.
It aims at representing the commands governing Fy generation. This type of model
associates melodic commands with word and phrase accents. The melodic command
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is either an impulse or a step signal. The F contour is obtained as the response of a
smoothing filter to these word and phrase commands (Fujisaki & Kawai, 1988). The
second type of melodic model is rooted in perception research (Hart, Collier, et al., 1990).
Synthetic Fy contours are derived from stylized natural Fy contours. At the synthesis
stage, the Fy curves are obtained by concatenation of melodic movements: Fj rises,
Fy falls, and flat movements. Automatic procedures for pitch contour stylization have
been developed (d’Alessandro & Mertens, 1995). In the last type of melodic model,
Fy curves are implemented as a set of target values, linked by interpolation functions
(Pierrehumbert, 1981).

The phonemic durations result from multifold considerations. They are in part
determined from the mechanical functioning of the synthesizer when the latter is of
articulatory nature, or from the duration of the prerecorded segments in the case of
concatenative synthesis. Another part is related to the accent. Another one, reflecting
the linguistic function of the word in the sentence, is usually related to the syntactic
structure. Finally, the last part is related to the situation and pseudo-speaker’s charac-
teristics (speech rate, dialect, stress, etc.).

Two or three levels of rules are generally present in durational models. The first
level represents co-intrinsic duration variations (i.e., the modification of segment dura-
tions that are due to their neighbors). The second level is the phrase level: modification
of durations that are due to prosodic phrasing. Some systems also take into account a
third level, the syllabic level (Campbell & Isard, 1991).

The other prosodic parameters (intensity, timber) are usually implicitly fixed from
the start. However, some research is devoted to voice quality characterization or differ-
ences between male and female voices (Klatt & Klatt, 1990).

One of the most difficult problems in speech to date is prosodic modeling. A large
body of problems come from text analysis (see section 5.3), but there is also room for
improvement in both melodic and durational models. In natural speech the prosodic
parameters interact in a way that is still unknown, in order to supply the listener with
prosodic information while keeping the feeling of fluency. Understanding the interplay
of these parameters is one of the hottest topics for research on speech synthesis today.
For prosodic generation, a move from rule-based modeling to statistical modeling is
noticeable, as in many areas of speech and language technology (Van Santen, 1994).

5.2.3 Speech Signal Generation

The last step for speech output is synthesis of the waveform, according to the segmental
and prosodic parameters defined at earlier stages of processing.
Speech signal generators (the synthesizers) can be classified into three categories:

1. articulatory synthesizers,
2. formant synthesizers, and
3. concatenative synthesizers.

Articulatory synthesizers are physical models based on the detailed description of
the physiology of speech production and on the physics of sound generation in the vo-
cal apparatus (Parthasarathy & Coker, 1992). Typical parameters are the position and
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kinematics of articulators. Then the sound radiated at the mouth is computed accord-
ing to equations of physics. This type of synthesizer is rather far from applications and
marketing because of its cost in terms of computation and the underlying theoretical
and practical problems still unsolved.

Formant synthesis is a descriptive, acoustic-phonetic approach to synthesis (Allen, Hunnicutt, et al., 1987).
Speech generation is not performed by solving equations of physics in the vocal appa-
ratus, but by modeling the main acoustic features of the speech signal (Klatt, 1980;
Stevens & Bickley, 1991). The basic acoustic model is the sourceffilter model. The
filter, described by a small set of formants, represents articulation in speech. It models
speech spectra that are representative of the position and movements of articulators.
The source represents phonation. It models the glottal flow or noise excitation signals.
Both source and filter are controlled by a set of phonetic rules (typically several hun-
dred). High-quality, rule-based formant synthesizers, including multilingual systems,
have been marketed for many years.

Concatenative synthesis is based on speech signal processing of natural speech
databases. The segmental database is built to reflect the major phonological features
of a language. For instance, its set of phonemes is described in terms of diphone units,
representing the phoneme-to-phoneme junctures. Non-uniform units are also used (di-
phones, syllables, words, etc.). The synthesizer concatenates (coded) speech segments,
and performs some signal processing to smooth unit transitions and to match predefined
prosodic schemes. Direct pitch-synchronous waveform processing is one of the most
simple and popular concatenation synthesis algorithms (Moulines & Charpentier, 1990).
Other systems are based on multipulse linear prediction (Atal & Remde, 1982), or
harmonic plus noise models (Laroche, Stylianou, et al., 1993; Dutoit & Leich, 1993;
Richard & d’Alessandro, 1994). Several high-quality concatenative synthesizers, in-
cluding multilingual systems, are marketed today.

5.2.4 Trends in Speech Generation

Perceptive assessment lies among the most important aspects of speech synthesis re-
search (Van Bezooijen & Pols, 1990; Van Santen, 1993; Kraft & Portele, 1995). When
one works on phonetic rule definition or segment concatenation, a robust and quick
assessment methodology is absolutely necessary to improve the system. Besides, it is
also necessary in order to compare the systems to each other. As far as speech natural-
ness is concerned, the problem is still almost untouched. Nobody knows what speech
naturalness is or, more generally, what is expected from a synthesis system once its
intelligibility is rated sufficiently highly. In order to explore this domain it will be
mandatory to cooperate with psychologists and human factors specialists.

Although the recent developments of speech synthesis demonstrated the power of
the concatenative approach, it seems that there is much room for improvement:

1. Choice of Non-uniforms and Multi-scale Units (see section 5.1.2): What are
the best synthesis units? This question is rooted in psycholinguistics and is a
challenging problem to phonology.

2. Speech Signal Modification: Signal representation for speech is still an open
problem, particularly for manipulation of the excitation.
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3. Voice Conversion: What are the parameters, phonetic description, and methods
for characterization of a particular speaker, and conversion of the voice of a
speaker into the voice of another speaker (Valbret, Moulines, et al., 1992)?

Accurate physical modeling of speech production is still not mature for technolog-
ical applications. Nevertheless, as both basic knowledge on speech production and the
power of computers increase, articulatory synthesis will help in improving formant-
based methods, take advantage of computational physics (fluid dynamics equations for
the vocal apparatus), and better mimic the physiology of human speech production.

Synthesis of human voice is not limited to speech synthesis. Since the beginning
of speech synthesis research, many workers also paid some attention to the musical
aspects of voice and to singing (Sundberg, 1987). Like TtS, synthesis of singing finds
its motivations both in science and technology: on the one hand singing analysis and
synthesis is a challenging field for scientific research, and on the other hand, it can
serve for music production (contemporary music, film and disk industries, electronic
music industry). As in speech synthesis, two major types of techniques are used for sig-
nal generation: descriptive-acoustic methods (rule-based formant synthesis) and signal
processing methods (modification/concatenation of pre-recorded singing voices).

5.2.5 Future Directions

Prosodic modeling is probably the domain from which most of the improvements will
come. In the long run, it may be argued that the main problems to be solved deal
mainly with mastering the linguistic and extra-linguistic phenomena related to prosody,
which reflect problems of another kind, related to oral person-to-person and person-to-
machine interactions.

Concerning the phonetic-acoustic generation process, it may be foreseen that in the
short run concatenative and articulatory syntheses will be boosted by the development
of the microcomputer industry. By using off-the-shelf components, it is already pos-
sible to implement a system using a large number of speech segments, with several
variants that take into account contextual and prosodic effects, even for several speak-
ers. This tendency can only be reinforced by the apparently unlimited evolution of
computer speed and memory capacity, as well as by the fact that the computer industry
not only provides the tools but also the market: speech synthesis nowadays must be
considered to be one of the most attractive aspects of virtual reality; it will benefit from
the development of multimedia and information highways.

5.3 Text Interpretation for TtS Synthesis

Richard Sproat
AT&T Bell Labs, Murray Hill, New Jersey, USA

The problem of converting text into speech for some language can naturally be bro-
ken down into two subproblems. One subproblem involves the conversion of linguistic
parameter specifications (e.g., phoneme sequences, accentual parameters) into param-
eters (e.g., formant parameters, concatenative unit indices, pitch time/value pairs) that
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can drive the actual synthesis of speech. The other subproblem involves the computa-
tion of these linguistic parameter specifications from input text, which for the present
discussion we will assume to be written in the standard orthographic representation for
the language in question, and electronically coded in a standard scheme such as ASCII,
IS0, JIS, BIG5, GB, and the like, depending upon the language. It is this second prob-
lem that is the topic of this section.

In any language, orthography is an imperfect representation of the underlying lin-
guistic form. To illustrate this point, and to introduce some of the issues that we will
discuss in this section, consider an English sentence such as Give me a ticket to Dallas
or give me back my money: see Figure 5.2.

Intonational Phrasing

IntonationalPhrase IntonationalPhrase
Accent * * e * ® *
Phonemes giv mi o thikPot tho dzles our giv mi bzk" mar mani

Orthography  Give me a ticket to Dallas or give me back my money

Figure 5.2: Some linguistic structures associated with the analysis of the sentence,
“Give me a ticket to Dallas or give me back my money.”

One of the first things that an English TtS system would need to do is tokenize the
input into words: for English this is not generally difficult though it is more complicated
for some other languages. A pronunciation then needs to be computed for each word;
in English, given the irregularity of the orthography, this process involves a fair amount
of lexical lookup though other processes are involved too. Some of the words in the
sentence should be accented; in this particular case, a reasonable accentuation would
involve accenting content words like give, ticket, Dallas, back and money, and leaving
the other words unaccented. Then we might consider breaking the input into prosodic
phrases: in this case, it would be reasonable to intone the sentence as if there were a
comma between Dallas and or. Thus, various kinds of linguistic information need to
be extracted from the text, but only in the case of word boundaries can this linguistic
information be said to be represented directly in the orthography. In this survey, |
will focus on the topics of tokenization into words; the pronunciation of those words;
the assignment of phrasal accentuation; and the assignment of prosodic phrases. An
important area about which | will say little, is what is often termed text normalization,
comprising things like end-of-sentence detection, the expansion of abbreviations, and
the treatment of acronyms and numbers.
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5.3.1 Tokenization

As noted above, one of the first stages of analysis of the text input is the tokenization
of the input into words. For many languages, including English, this problem is fairly
easy in that one can, to a first approximation, assume that word boundaries coincide
with whitespace or punctuation in the input text. In contrast, in many Asian languages
the situation is not so simple, since spaces are never used in the orthographies of those
languages to delimit words. In Chinese for example, whitespace generally only occurs
in running text at paragraph boundaries. The Chinese alphabet consists of several thou-
sand distinct elements, usually termed characters. With few exceptions, characters are
monosyllabic. More controversially, one can also claim that most characters represent
morphemes.

Just as words in English may consist of one or more morphemes, so Chinese words
may also consist of one or more morphemes. In a TtS system there are various rea-
sons why it is important to segment Chinese text into words (as opposed to having the
system read the input character-by-character). Probably the easiest of these to un-
derstand is that quite a few characters have more than one possible pronunciation,
where the pronunciation chosen depends in many cases upon the particular word in
which the character finds itself. A minimal requirement for word segmentation would
appear to be an on-line dictionary that enumerates the word forms of the language.
Indeed, virtually all Chinese segmenters reported in the literature contain a reason-
ably large dictionary (Chen & Liu, 1992; Wu & Tseng, 1993; Lin, Chiang, et al., 1993;
Sproat, Shih, et al., 1994). Given a dictionary, however, one is still faced with the prob-
lem of how to use the lexical information to segment an input sentence: it is often the
case that a sentence has more than one possible segmentation, so some method has to
be employed to decide on the best analysis. Both heuristic (e.g., a greedy algorithm
that finds the longest word at any point) and statistical approaches (algorithms that find
the most probable sequence of words according to some model) have been applied to
this problem.

While a dictionary is certainly a necessity for doing Chinese segmentation, it is
not sufficient, since in Chinese, as in English, any given text is likely to contain
some words that are not found in the dictionary. Among these are words that are de-
rived via morphologically productive processes, personal names and foreign names in
transliteration. For morphologically complex forms, standard techniques for morpho-
logical analysis can be applied (Koskenniemi, 1983; Tzoukermann & Liberman, 1990;
Karttunen, Kaplan, et al., 1992; Sproat, 1992), though some augmentation of these
techniques is necessary in the case of statistical methods (Sproat, Shih, et al., 1994).
Various statistical and non-statistical methods for handling personal and for-
eign names have been reported; see, for example, Chang, Chen, etal. (1992);
Wang, Li, et al. (1992); Sproat, Shih, et al. (1994).

The period since the late 1980s has seen an explosion of work on the various prob-
lems of Chinese word segmentation, due in large measure to the increasing availability
of large electronic corpora of Chinese text. There is still, however, much work left
to be done in this area, both in improving algorithms, and in the development of re-
producible evaluation criteria, the current lack of which makes fair comparisons of
different approaches well-nigh impossible.
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5.3.2 Word Pronunciation

Once the input is tokenized into words, the next obvious thing that must be done is
to compute a pronunciation (or a set of possible pronunciations) for the words, given
the orthographic representation of those words. The simplest approach is to have a
set of letter-to-sound rules that simply map sequences of graphemes into sequences of
phonemes, along with possible diacritic information, such as stress placement. This
approach is naturally best suited to languages like Spanish or Finnish, where there is
a relatively simple relation between orthography and phonology. For languages like
English, however, it has generally been recognized that a highly accurate word pro-
nunciation module must contain a pronouncing dictionary that at the very least records
words whose pronunciation could not be predicted on the basis of general rules.® Of
course, the same problems of coverage that were noted in the Chinese segmentation
problem also apply in the case of pronouncing dictionaries: many text words occur that
are not to be found in the dictionary, the most important of these being morphological
derivatives from known words, or previously unseen personal names.

For morphological derivatives, standard techniques for morphological analy-
sis can be applied to achieve a morphological decomposition for a word; see
Allen, Hunnicutt, et al. (1987). The pronunciation of the whole can then in general
be computed from the (presumably known) pronunciation of the morphological parts,
applying appropriate phonological rules of the language. Morphological analysis is of
some use in the prediction of name pronunciation too, since some names are derived
from others via fairly productive morphological processes (cf., Robertson and Robert).
However, this is not always the case, and one must also rely on other methods. One
such method involves computing the pronunciation of a new name by analogy with the
pronunciation of a similar name (Coker, Church, et al., 1990; Golding, 1991) (and see
also Dedina & Nusbaum, 1991 for a more general application of analogical reasoning
to word pronunciation). For example, if we have the name Califano in our dictionary
and know its pronunciation, then we can compute the pronunciation of a hypothetical
name Balifano by noting that both names share the final substring alifano: Balifano
can then be pronounced on analogy by removing the phoneme /k/, corresponding to
the letter C in Califano, and replacing it with the phoneme /b/. Yet another approach to
handling proper names involves computing the language of origin of a name, typically
by means of n-gram models of letter sequences for the various languages; once the
origin of the name is guessed, language-specific pronunciation rules can be invoked to
pronounce the name (Church, 1985; Vitale, 1991).

In many languages, there are word forms that are inherently ambiguous in pronun-
ciation, and for which a word pronunciation module as just described can only return
a set of possible pronunciations, from which the most reasonable one must then be
chosen. For example, the word bass rhymes with lass if it denotes a type of fish, and
is homophonous with base if it denotes a musical range. An approach to this problem
is discussed in Yarowsky (1994) (and see also Sproat, Hirschberg, et al., 1992). The

1Some connectionist approaches to letter-to-sound conversion have attempted to replace traditional letter-
to-sound rules with connectionist networks, and at the same time eschew the use of online dictionaries (for
example, Sejnowski & Rosenberg, 1987). For English at least, these approaches would appear to have met
with only limited success, however.
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method starts with a training corpus containing tagged examples in the context of each
pronunciation of a homograph. Significant local evidence (e.g., n-grams containing the
homograph in question that are strongly associated to one or another pronunciation)
and wide-context evidence (i.e., words that occur anywhere in the same sentence that
are strongly associated to one of the pronunciations) are collected into a decision list,
wherein each piece of evidence is ordered according to its strength (log likelihood of
each pronunciation given the evidence). A novel instance of the homograph is then
disambiguated by finding the strongest piece of evidence in the context in which the
novel instance occurs, and letting that piece of evidence decide the matter. It is clear
that the above-described method can also be applied to other formally similar problems
in TtS, such as abbreviation expansion: for example is St. to be expanded as Saint or
Street?

5.3.3 Accentuation

In many languages, various words in a sentence are associated with accents, which
are often manifested as upward or downward movements of fundamental frequency.
Usually, not every word in the sentence bears an accent, however, and the decision of
which words should be accented and which ones should not is one of the problems
that must be addressed by a TtS system. More precisely, we will want to distinguish
three levels of prominence, two being accented and unaccented, as just described, and
the third being cliticized. Cliticized words are unaccented but additionally lack word
stress, with the consequence that they tend to be durationally short.

A good first step in assigning accents is to make the accentual determination on
the basis of broad lexical categories or parts of speech of words. Content words—
nouns, verbs, adjectives and perhaps adverbs—tend, in general, to be accented; func-
tion words, including auxiliary verbs and prepositions, tend to be deaccented; short
function words tend to be cliticized. Naturally this presumes some method for assign-
ing parts of speech, and, in particular, for disambiguating words like can which can be
either content words (in this case, a verb or a noun), or function words (in this case,
an auxiliary); fortunately, somewhat robust methods for part-of-speech tagging exist
(e.g., Church, 1988). Of course, a finer-grained part-of-speech classification also re-
veals a finer-grained structure to the accenting problem. For example, the distinction
between prepositions (up the spout) and particles (give up) is important in English since
prepositions are typically deaccented or cliticized while particles are typically accented
(Hirschberg, 1993).

But accenting has a wider function than merely communicating lexical category
distinctions between words. In English, one important set of constructions where ac-
centing is more complicated than what might be inferred from the above discussion
are complex noun phrases—basically, a noun preceded by one or more adjectival or
nominal modifiers. In a discourse-neutral context, some constructions are accented
on the final word (Madison Avenue), some on the penultimate (Wall Street, kitchen
towel rack), and some on an even earlier word (sump pump factory). Accenting
on nominals longer than two words is generally predictable given that one can com-
pute the nominal’s structure (itself a non-trivial problem), and given that one knows
the accentuation pattern of the binary nominals embedded in the larger construction
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(Liberman & Prince, 1977; Liberman & Sproat, 1992; Sproat, 1994). Most linguistic
work on nominal accent (e.g., Fudge, 1984; Liberman & Sproat, 1992, though see
Ladd, 1984) has concluded that the primary determinants of accenting are semantic,
but that within each semantic class there are lexically or semantically determined ex-
ceptions. For instance, right-hand accent is often found in cases where the left-hand el-
ement denotes a location or time for the second element (cf. morning paper), but there
are numerous lexical exceptions (morning sickness). Recent computational models—
e.g., Monaghan (1990); Sproat (1994)—have been partly successful at modeling the
semantic and lexical generalizations; for example Sproat (1994) uses a combination of
hand-built lexical and semantic rules, as well as a statistical model based on a corpus
of nominals hand-tagged with accenting information.

Accenting is not only sensitive to syntactic structure and semantics, but also to
properties of the discourse. One straightforward effect is givenness. In a case like
my son badly wants a dog, but | am allergic to dogs, where the second occurrence
of dogs would often be de-accented because of the previous mention of dog. (See
Hirschberg (1993) for a discussion of how to model this and other discourse effects,
as well as the syntactic and semantic effects previously mentioned, in a working TtS
module.) While humanlike accenting capabilities are possible in many cases, there are
still many unsolved problems, a point we return to in the concluding subsection.

5.3.4 Prosodic Phrasing

The final topic that we address is the problem of chunking a long sentence into prosodic
phrases. In reading a long sentence, speakers will normally break the sentence up into
several phrases, each of which can be said to stand alone as an intonational unit. If
punctuation is used liberally, so that there are relatively few words between the com-
mas, semicolons or periods, then a reasonable guess at an appropriate phrasing would
be simply to break the sentence at the punctuation marks—though this is not always
appropriate (O’Shaughnessy, 1989). The real problem comes when long stretches oc-
cur without punctuation; in such cases, human readers would normally break the string
of words into phrases, and the problem then arises of where to place these breaks.

The simplest approach is to have a list of words, typically function words, that are
likely indicators of good places to break (Klatt, 1987). One has to use some caution,
however, since while a particular function word like and may coincide with a plausible
phrase break in some cases, in other cases it might coincide with a particularly poor
place to break: | was forced to sit through a dog and pony show that lasted most of
Wednesday afternoon.

An obvious improvement would be to incorporate an accurate syntactic parser and
then derive the prosodic phrasing from the syntactic groupings: prosodic phrases usu-
ally do not coincide exactly with major syntactic phrases, but the two are typically not
totally unrelated either. Prosodic phrasers that incorporate syntactic parsers are dis-
cussed in O’Shaughnessy (1989); Bachenko and Fitzpatrick (1990). O’Shaughnessy’s
system relies on a small lexicon of (mostly function) words that are reliable indicators
of the beginnings of syntactic groups: articles such as a or the clearly indicate the be-
ginnings of noun groups, for example. This lexicon is augmented by suffix-stripping
rules that allow for part-of-speech assignment to words where this information can be
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predicted from the morphology. A bottom-up parser is then used to construct phrases
based upon the syntactic-group-indicating words. Bachenko and Fitzpatrick employ a
somewhat more sophisticated deterministic syntactic parser (FIDDITCH Hindle, 1983)
to construct a syntactic analysis for a sentence; the syntactic phrases are then trans-
duced into prosodic phrases using a set of heuristics.

But syntactic parsing sensu stricto may not be necessary in order to achieve reason-
able predictions of prosodic phrase boundaries. Wang and Hirschberg (1992) report on
a corpus-based statistical approach that uses CART (Breiman, Friedman, et al., 1984;
Riley, 1989) to train a decision tree on transcribed speech data. In training, the
dependent variable was the human prosodic phrase boundary decision, and the in-
dependent variables were generally properties that were computable automatically
from the text, including: part of speech sequence around the boundary; the location
of the edges of long noun phrases (as computable from automatic methods such as
Church, 1988; Sproat, 1994); distance of the boundary from the edges of the sentence,
and so forth.

5.3.5 Future Directions

This section has given an overview of a selected set of the problems that arise in the
conversion of textual input into a linguistic representation suitable for input to a speech
synthesizer, and has outlined a few solutions to these problems. As a result of these
solutions, current high-end TtS systems produce speech output that is quite intelligible
and, in many cases, quite natural. For example, in English it is possible to produce TtS
output where the vast majority of words in a text are correctly pronounced, where words
are mostly accented in a plausible fashion, and where prosodic phrase boundaries are
chosen at mostly reasonable places. Nonetheless, even the best systems make mistakes
on unrestricted text, and there is much room for improvement in the approaches taken
to solving the various problems, though one can of course often improve performance
marginally by tweaking existing approaches.

Perhaps the single most important unsolved issue that affects performance on many
of the problems discussed in this section is that full machine understanding of unre-
stricted text is currently not possible, and so TtS systems can be fairly said to not know
what they are talking about. This point comes up rather clearly in the treatment of
accenting in English, though the point could equally well be made in other areas. As |
noted above, previously mentioned items are often de-accented, and this would be ap-
propriate for the second occurrence of dog in the sentence my son badly wants a dog,
but | am allergic to dogs. But a moment’s reflection will reveal that what is crucial is
not the repetition of the word dog, but rather the repetition of the concept dog. That
what is relevant is semantic or conceptual categories and not simply words becomes
clear when one considers that one also would often de-accent a word if a conceptual
supercategory of that word had been previously mentioned: My son wants a labrador,
but I’m allergic to dogs. Various solutions involving semantic networks (such as Word-
Net) might be contemplated, but so far no promising results have been reported.

Note that message-to-speech systems have an advantage over text-to-speech sys-
tems specifically in that message-to-speech systems in some sense know what they
are talking about because one can code as much semantic knowledge into the initial
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message as one desires. But TtS systems must compute everything from orthography
which, as we have seen, is not very informative about a large number of linguistic
properties of speech.

5.4 Spoken Language Generation

Kathleen R. McKeown® & Johanna D. Moore®

¢ Columbia University, New York, New York, USA
® University of Pittsburgh, Pittsburgh, Pennsylvania, USA

Interactive natural language capabilities are needed for a wide range of today’s in-
telligent systems: expert systems must explain their results and reasoning, intelligent
assistants must collaborate with users to perform tasks, tutoring systems must teach
domain concepts and critique students’ problem-solving strategies, and information
delivery systems must help users find and make sense of the information they need.
These applications require that a system be capable of generating coherent multisen-
tential responses, and interpreting and responding to users’ subsequent utterances in
the context of the ongoing interaction.

Spoken language generation allows for provision of responses as part of an inter-
active human-machine dialogue, where speech is one medium for the response. This
research topic draws from the fields of both natural language generation and speech
synthesis. It differs from synthesis in that speech is generated from an abstract rep-
resentation of concepts rather than from text. While a relatively under-emphasized
research problem, the ability to generate spoken responses is clearly crucial for inter-
active situations, in particular when:

1. the user’s hands and/or eyes are busy;
2. screen real estate is at a premium;
3. time is critical; or

4. system and user are communicating via a primarily audio channel such as the
telephone.

Like written language generation, spoken language generation requires determin-
ing what concepts to include and how to realize them in words, but critically also
requires determining intonational form. Several problems are particularly pertinent to
the spoken context:

e The need to model and use knowledge about hearer goals, hearer background,
and past discourse in determining content and form of a response. While the
written context can include a general audience (e.g., for report generation), re-
sponses in an interactive dialogue are intended for a particular person and, to be
useful, must take that person into account.

e What kind of language should be generated given a spoken context? Given the
lack of visual memory that a text provides, the form required for speech is likely
to be quite different from that found in text.
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e In the process of determining the content and form of the response, how can
a system provide information to control intonation, which is known to provide
crucial clues as to intended meaning.

5.4.1 State of the Art

The field of spoken language generation is in its infancy, with very few researchers
working on systems that deal with all aspects of producing spoken language responses,
i.e., determining what to say, how to say it, and how to pronounce it. In fact, in spoken
language systems, such as the ARPA Air Travel Information Service (ATIS), the fo-
cus has been on correctly interpreting the spoken request, relying on direct display of
database search results and minimal response generation capabilities. However, much
work on written response generation as part of interactive systems is directly applicable
to spoken language generation; the same problems must be addressed in an interactive
spoken dialogue system. Within speech synthesis, research on controlling intonation
to signal meaning and discourse structure is relevant to the problem. This work has
resulted in several concept to speech systems.

Interactive Systems

Research in natural language understanding has shown that coherent discourse has
structure, and that recognizing the structure is a crucial component of comprehending
the discourse (Grosz & Sidner, 1986; Hobbs, 1993; Moore & Pollack, 1992). Thus,
generation systems participating in dialogue must be able to select and organize content
as part of a larger discourse structure and convey this structure, as well as the content,
to users. This has led to the development of several plan-based models of discourse,
and to implemented systems that are capable of participating in a written, interactive
dialogue with users (Cawsey, 1993; Maybury, 1992; Moore, 1995).

Two aspects of discourse structure are especially important for spoken language
generation. First is intentional structure, which describes the roles that discourse ac-
tions play in the speaker’s communicative plan to achieve desired effects on the hearer’s
mental state. Moore and Paris (1993) have shown that intentional structure is crucial
for responding effectively to questions that address a previous utterance: without a
record of what an utterance was intended to achieve, it is impossible to elaborate or
clarify that utterance. In addition, information about speaker intentions has been shown
to be an important factor in selecting appropriate lexical items, including discourse cues
(e.g., because, when, although; Moser & Moore, 1995a; Moser & Moore, 1995b) and
scalar terms (e.g., difficult, easy; Elhadad, 1992).

Second is attentional structure (Carberry, 1983; Grosz, 1977; Grosz & Sidner, 1986;
Gordon, Grosz, et al., 1993; Sidner, 1979), which contains information about the ob-
jects, properties, relations, and discourse intentions that are most salient at any given
point in the discourse. In natural discourse, humans focus or center their attention on a
small set of entities and attention shifts to new entities in predictable ways. Many gen-
eration systems track focus of attention as the discourse progresses as well as during
the construction of its individual responses (McCoy & Cheng, 1990; McKeown, 1985;
Sibun, 1992). Focus has been used to determine when to pronimalize, to make choices
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in syntactic form (e.g., active vs. passive), and to appropriately mark changes in topic,
e.g., the introduction of a new topic or return to a previous topic (Cawsey, 1993). Once
tracked, such information would be available for use in speech synthesis, as described
below.
Another important factor for response generation in interactive systems is the abil-
ity to tailor responses based on a model of the intended hearer. Researchers have devel-
oped systems capable of tailoring their responses to the user’s background (Cohen, Jones, et al., 1989),
level of expertise (Paris, 1988), goals (McKeown, 1988), preferences (Chu-Carroll & Carberry, 1994),
or misconceptions (McCoy, 1986). In addition, generating responses that the user
will understand requires that the system use terminology that is familiar to the user
(McKeown, Robin, et al., 1993).

Controlling Intonation to Signal Meaning in Speech Generation

Many studies have shown that intonational information is crucial for conveying in-
tended meaning in spoken language (Butterworth, 1975; Hirschberg & Pierrehumbert, 1986;
Silverman, 1987). For example, Pierrehumbert and Hirschberg (1990) identify how
pitch accents indicate the information status of an item (e.g., given/new) in discourse,
how variations in intermediate phrasing can convey structural relations among elements
of a phrase, and how variation in pitch range can indicate topic changes. In later work,
Hirschberg and Litman (1993) show that pitch accent and prosodic phrasing distin-
guish between discourse and sentential uses of cue phrases (e.g., now and well), provid-
ing a model for selecting appropriate intonational features when generating these cue
phrases in synthetic speech. There have been only a few interactive spoken language
systems that exploit intonation to convey meaning. Those that do, generate speech from
an abstract representation of content that allows tracking focus, given/new information,
topic switches, and discourse segmentation (for one exception, see the Telephone En-
quiry System (TES) (Witten & Madams, 1977) where text was augmented by hand to
include a coded intonation scheme). The Speech Synthesis from Concept (SSC) sys-
tem, developed by Young and Fallside (1979), showed how syntactic structure could
be used to aid in decisions about accenting and phrasing. Davis and Hirschberg (1988)
developed a message-to-speech system that uses structural, semantic, and discourse in-
formation to control assignment of pitch range, accent placement, phrasing and pause.
The result is a system that generates spoken directions with appropriate intonational
features given start and end coordinates on a map. The generation of contrastive into-
nation is being explored in a medical information system, where full answers to yes-no
questions are generated (Prevost & Steedman, 1994; Prevost, 1995). It is only in this
last system that language generation techniques (e.g., a generation grammar) are fully
explored. Other recent approaches to concept to speech generation can also be found
(Horne & Filipsson, 1994; House & Youd, 1990).

5.4.2 Future Directions

Spoken language generation is a field in which more remains to be done than has been
done to date. Although response generation is a critical component of interactive spo-
ken language systems, and of any human computer interface, many current systems
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assume that once a spoken utterance is interpreted, the response can be made using
the underlying system application (e.g., the results of a database search) and com-
mercial speech synthesizers. If we are to produce effective spoken language human
computer interfaces, then a concerted effort on spoken language generation must be
pursued. Such interfaces would be clearly useful in applications such as task-assisted
instruction-giving (e.g., equipment repair), telephone information services, medical in-
formation services (e.g., updates during surgery), commentary on animated informa-
tion (e.g., animated algorithms), spoken translation, or summarization of phone tran-
scripts.

Interaction Between Generation and Synthesis

To date, research on the interaction between discourse features and intonation has been
carried out primarily by speech synthesis groups. While language generation systems
often track the required discourse features, there have been few attempts to integrate
language generation and speech synthesis. This would require the generation system
to provide synthesis with the parameters needed to control intonation. By providing
more information than is available to a TtS synthesis system and by requiring language
generation to refine representations of discourse features for intonation, research in
both fields will advance.

Generating Language Appropriate to Spoken Situations

Selecting the words and syntactic structure of a generated response has been explored
primarily from the point of view of written language (see Hovy, this volume). If a
response is to be spoken, however, it will have different characteristics than those
of written language. For example, it is unlikely that long complex sentences will
be appropriate without the visual, written context. Research is needed that incorpo-
rates the results of work in psycholinguistics on constraints on spoken language form
(Levelt, 1989) into generation systems, that identifies further constraints on variability
in surface form, and that develops both grammars and lexical choosers that produce the
form of language required in a spoken context. While there has been some work on
the development of incremental, real-time processes for generation of spoken language
(De Smedt, 1990; McDonald, 1983), more work is needed on constraints.

Influence of Discourse History

When generation takes place as part of an interactive dialogue system, responses must
be sensitive to what has already been said in the current session and to the individual
user. This influences the content of the response; the system should relate new in-
formation to recently conveyed material and avoid repeating old material that would
distract the user from what is new. The discourse history also influences the form of
the response; the system must select vocabulary that the user can understand. Fur-
thermore, knowledge about what information is new, or not previously mentioned,
and what information is given, or available from previous discourse, influences the
use of anaphoric expressions as well as word ordering. There has been some work
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on generating referring expressions appropriate to context, e.g., pronouns and defi-
nite descriptions (McDonald, 1980, pp. 218-220; Dale, 1989; Granville, 1984). In
addition, there has been some work on producing responses to follow-up questions
(Moore & Paris, 1993), on generating alternative explanations when a first attempt is
not understood (Moore, 1989), and on issues related to managing the initiative in a di-
alogue (Haller, 1994; McRoy, 1995). However, much remains to be done, particularly
in dialogues involving collaborative problem solving or in cases where the dialogue
involves mixed initiative.

Coordination with Other Media

When response generation is part of a larger interactive setting, including speech,
graphics, animation, as well as written language, a generator must coordinate its tasks
with other components. For example, which information in the selected content should
appear in language and which in graphics? If speech and animation are used, how are
they to be coordinated temporally (e.g., how much can be said during a given scene)?
What parameters, used during response generation tasks, should be made available to
a speech component? These are issues that have only recently surfaced within the
research community.

Evaluating Spoken Language Generation

There has been very little work on how to measure whether a generation system is
successful. Possibilities include evaluating how well a user can complete a task which
requires interaction with a system that generates responses, asking users to indicate
satisfaction with system responses, performing a preference analysis between different
types of text, degrading a response generation system and testing user satisfaction, and
evaluating system generation against a target case. Each one of these has potential
problems. For example, task completion measures definitely interact with the front
end interface: that is, how easy is it for a user to request the information needed?
Thus, it would be helpful to have interaction between the computer scientists who
build the systems and psychologists, who are better trained in creating valid evaluation
techniques to produce better ways for understanding how well a generation system
works.
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Chapter 6

Discour se and Dialogue

6.1 Overview

Barbara Grosz
Harvard University, Cambridge, Massachusetts, USA

The problems addressed in discourse research aim to answer two general kinds of ques-
tions:

1. What information is contained in extended sequences of utterances that goes
beyond the meaning of the individual utterances themselves?

2. How does the context in which an utterance is used affect the meaning of the
individual utterances, or parts of them?

Computational work in discourse has focused on two different types of discourse:
extended texts and dialogues, both spoken and written. Although there are clear over-
laps between these—dialogues contain text-like sequences spoken by a single indi-
vidual and texts may contain dialogues—the current state of the art leads research to
focus on different questions for each. In addition, application opportunities and needs
are different. Work on text is of direct relevance to document analysis and retrieval
applications, whereas work on dialogue is of import for human-computer interfaces
regardless of the modality of interaction. A good sense of the current state of re-
search in text interpretation can be gained from reading the papers on text interpre-
tation published in a recent special issue of Artificial Intelligence (hereafter, AlJ-Sl),
(Hobbs, Stickel, et al., 1994; Jacobs & Rau, 1994; Palmer, Passonneau, et al., 1994).

Text and dialogue have, however, two significant commonalities. First, a ma-
jor result of early work in discourse was the determination that discourses divide
into discourse segments, much like sentences divide into phrases. Utterances group
into segments, with the meaning of a segment encompassing more than the mean-
ing of the individual parts. Different theories vary on the factors they consider cen-
tral to explaining this segmentation; a review of the alternatives can be found in a
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previous survey (Grosz, Pollack, et al., 1989) (hereafter, Discourse Survey).! How-
ever, many of the implications for language processing are shared. For example,
segment boundaries need to be detected; recent work suggests there are intonational
indicators of these boundaries in spoken language (e.g., Grosz & Hirschberg, 1992
and the references cited in this paper) and can be used to improve speech synthesis
(e.g., Davis & Hirschberg, 1988).

Second, discourse research on the interpretation of referring expressions, including
pronouns and definite descriptions (e.g., le petit chat, das griine Buch), and the event
reference aspect of verb phrase interpretation (e.g., the relationship between the buying
and arriving events in the sequence John went to Mary’s house; he had bought flow-
ers at her favorite florist’s is also relevant to both text and dialogue. Work on these
problems before 1990 is described in Discourse Survey.

6.1.1 Beyond Sentence Interpretation

The major lines of research on determining what information a discourse carries, be-
yond what is literally expressed in the individual sentences the discourse comprises, fall
into two categories which, following Hobbs, we will refer to as informational and inten-
tional. There are currently efforts to combine these two approaches (e.g., Kehler, 1994;
Kehler, 1995; Moore & Pollack, 1992); this is an important area of research.

According to the informational approaches, the coherence of discourse follows
from semantic relationships between the information conveyed by successive utter-
ances. As a result, the major computational tools used here are inference and abduc-
tion on representations of the propositional content of utterances. Discourse Survey
describes work in this area under inference-based approaches; more recent work in
this area is presented in AlJ-SI.

According to the intentional approaches the coherence of discourse derives from the
intentions of speakers and writers, and understanding depends on recognition of those
intentions. Thus, these approaches follow Grice (1969); early work in this area drew on
speech act theory (Searle, 1969). A major insight of work in this area was to recognize
the usefulness of applying Al planning techniques; this work is described in Discourse
Survey. Recently, various limitations of this approach have been recognized. In par-
ticular, as originally argued by Searle (1990) and Grosz and Sidner (1990), models of
individual plans are not adequate for understanding discourse; models of collabora-
tive plans or joint intentions are required. A variety of approaches to developing such
models are currently underway (Grosz & Kraus, 1993; Sonenberg, Tidhar, et al., 1994;
Cohen & Levesque, 1990) and used for dialogue (Lochbaum, 1993; Lochbaum, 1994;
Lochbaum, 1995).

6.1.2 Interpretation and Generation in Context

Research in this area also splits into two approaches, those that examine the interaction
of choice or interpretation of expression with focus of attention, and those that are
coherence-based.

IMany of the papers cited in this survey may be found in the collection Readings in Natural Language
Processing (Grosz, Sparck Jones, et al., 1986).



6.2 Discourse Modeling 189

Focus of attention interacts with the interpretation and generation of pronouns and
definite descriptions (Grosz & Sidner, 1986). The coherence-based approaches have
been taken with the informational approaches described above. The main new issues
in this area concern how to combine these approaches, as it is clear that both kinds
of consideration play roles both in determining which expressions to use and how to
interpret expressions in context. The focus-based approaches have been applied cross-
linguistically;

because this is a cognitively-oriented approach, it should have application to multi-
media interfaces even when natural language is not being used, or when only a re-
stricted subset can be handled.

6.2 Discourse Modeling

Donia Scott® & Hans Kamp?®

¢ University of Brighton, UK
® University of Stuttgart, Germany

6.2.1 Overview: Discourse and Dialogue

A central problem which the development of dialogue systems encounters is one that
it has inherited directly from contemporary linguistics, where one is still struggling to
achieve a genuine integration of semantics and pragmatics. A satisfactory analysis of
dialogue requires in general both semantic representation, i.e. representation of the
content of what the different participants are saying, and pragmatic information, i.e.,
what kinds of speech acts they are performing (are they asking a question, answering
a question that has just been asked, asking a question for clarification of what was just
said, making a proposal, etc.?), what information is available to each of the partici-
pants and what information does she want; and, more generally, what is the purpose
behind their various utterances or even behind their entering upon the dialogue in the
first place. Determining the semantic representation of an utterance and its pragmatic
features must in general proceed in tandem: to determine the pragmatic properties of
the utterance it is often necessary to have a representation of its content; conversely,
it is—especially for the highly elliptical utterances that are common in spoken dia-
logue—often hardly possible to identify content without an independent assessment of
the pragmatic role the utterance is meant to play. A dialogue system identifying the
relevant semantic and pragmatic information will thus have to be based on a theory
in which semantics and pragmatics are: (i) both developed with the formal precision
that is a prerequisite for implementation and (ii) suitably attuned to each other and
intertwined.

Current approaches to discourse and dialogue from the field of artificial intelli-
gence and computational linguistics are based on four predominant theories of dis-
course which emerged in the mid- to late-eighties:

Hobbs (1985): A theory of discourse coherence-based on a small, limited set of co-
herence relations, applied recursively to discourse segments. This is part of a
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larger, still-developing theory of the relations between text interpretation and be-
lief systems.

Grosz and Sidner (1986): A tripartite organization of discourse structure according
to the focus of attention of the speaker (the attentional state), the structure of
the speaker’s purposes (the intentional structure) and the structure of sequences
of utterances (the linguistic structure); each of these three constituents deal with
different aspects of the discourse.

Mann and Thompson (1987): A hierarchical organization of text spans, where each
span is either the nucleus (central) or satellite (support) of one of a set of dis-
course relations. This approach is commonly known as Rhetorical Structure
Theory (RST).

McKeown (1985): A hierarchical organization of discourse around fixed schemata
which guarantee coherence and which drive content selection in generation.

No theory is complete, and some (or aspects of some) lend themselves more read-
ily to implementation than others. In addition, no single theory is suitable for use
on both sides of the natural language processing coin: the approaches advocated by
Grosz and Sidner, and by Hobbs are geared towards natural language understanding
, Whereas those of Mann and Thompson, and of McKeown are more appropriate for
natural language generation. With the burgeoning of research on natural language gen-
eration since the late-eighties has come an expansion of the emphasis of computational
approaches of discourse towards discourse production and, concomitantly, dialogue.

One important aspect of dialogues is that the successive utterances of which it con-
sists are often interconnected by cross references of various sorts. For instance, one
utterance will use a pronoun (or a deictic temporal phrase such as the day after, etc.)
to refer to something mentioned in the utterance preceding it. Therefore the seman-
tic theory underlying sophisticated dialogue systems must be in a position to compute
and represent such cross references. Traditional theories and frameworks of formal
semantics are sentence based and therefore not suited for discourse semantics without
considerable extensions.

6.2.2 Discourse Representation Theory

Discourse Representation Theory (DRT) (cf. Kamp, 1981; Kamp & Reyle, 1993), a se-
mantic theory developed for the express purpose of representing and computing trans-
sentential anaphora and other forms of text cohesion, thus offers itself as a natural se-
mantic framework for the design of sophisticated dialogue systems. DRT has already
been used in the design of a number of question-answering systems, some of them of
considerable sophistication.

Currently, DRT is being used as the semantic representation formalism in VERB-
MOBIL (Wahister, 1993), a project to develop a machine translation system for face-
to-face spoken dialogue funded by the German Department of Science and Technology.
Here, the aim is to integrate DRT-like semantics with the various kinds of pragmatic
information that are needed for translation purposes.
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6.2.3 Future Directions

Among the key outstanding issues for computational theories of discourse are:

Nature of Discourse Relations: Relations are variously viewed as textual, rhetorical,
intentional, or informational. Although each type of relation can be expected
to have a different impact on a text, current discourse theories generally fail to
distinguish between them.

Number of Discourse Relations: Depending on the chosen theoretical approach, these
can range from anywhere between two and twenty-five. Altogether, there are
over 350 relations available for use (see Hovy, 1990).

Level of Abstraction at which Discourse is Described: In general, approaches advo-
cating fewer discourse relations tend to address higher levels of abstraction.

Nature of Discourse Segments: A key question here is whether discourse segments
have psychological reality or whether they are abstract linguistic units akin to
phonemes. Recently, there have been attempts to identify the boundary features
of discourse segments (Hirschberg & Grosz, 1992; Litman & Passoneau, 1993).

Role of Intentions in Discourse: It is well-recognized that intentions play an impor-
tant role in discourse. However, of the four predominant computational theories,
only that of Grosz and Sidner provides an explicit treatment of intentionality.

Mechanisms for Handling Key Linguistic Phenomena: Of the predominant theories,
only RST fails to address the issues of discourse focus, reference resolution and
cue phrases. Existing treatments of focus, however, suffer from the sort of termi-
nological confusion between notions of focus, theme and topic that is also rife in
the text linguistics literature.

Mechanisms for Reasoning about Discourse: Cue phrases and certain syntactic forms
are useful signals of prevailing discourse functions (e.g., discourse relations, dis-
course focus and topic) but do not occur with predictable regularity in texts. Rea-
soning mechanisms for retrieving and/or generating these discourse functions are
thus required.

Recent advances have not involved the development of new theories but have been
rather through the extension and integration of existing theories. Notable among them
are:

e discourse as collaborative activity (e.g., Grosz & Sidner, 1990; Grosz & Kraus, 1993)

o the use of abduction as a mechanism for reasoning about discourse understanding
and generation (e.g., Hobbs, Stickel, et al., 1993; Lascarides & Oberlander, 1992)

e integration of RST with Al approachesto planning (e.g., Hovy, 1991; Moore & Paris, 1993)

e introduction of intentions in computational approaches based on Hobbs’ theory
and on RST (e.g., Hobbs, 1993; Moore & Pollack, 1992)
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¢ application of the theories to multimedia discourses (e.g., Wahlster, André, et al., 1993)

e application and extension of existing theories in the automatic generation of
pragmatically-congruent multilingual texts (Delin, Scott, et al., 1993; Delin, Hartley, et al., 1994;
Paris & Scott, 1994).

o extension of theories of monologic discourse to the treatment of dialogue (e.g.,
Cawsey, 1992; Moore & Paris, 1993; Green & Carberry, 1994; Traum & Allen, 1994

o identification of acoustic (suprasegmental) markers of discourse segments (Hirschberg & Grosz, 1992)

There are many implemented systems for discourse understanding and generation.
Most involve hybrid approaches, selectively exploiting the power of existing theories.
Available systems for handling dialogue tend either to have sophisticated discourse
generation coupled to a crude discourse understanding systems or vice versa; attempts
at full dialogue systems are only now beginning to appear.

6.3 Dialogue Modeling

Phil Cohen
Oregon Graduate Institute of Science & Technology, Portland, Oregon, USA

6.3.1 Research Goals

Two related, but at times conflicting, research goals are often adopted by researchers
of dialogue. First, is the goal of developing a theory of dialogue, including, at least, a
theory of cooperative task-oriented dialogue, in which the participants are communi-
cating in service of the accomplishment of some goal-directed task. The often unstated
objectives of such theorizing have generally been to determine:

o what properties of collections of utterances and acts characterize a dialogue of
the genre being studied,

e what assumptions about the participants’ mental states and the context need to
be made in order to sanction the observed behavior as a rational cooperative
dialogue, and

e what would be rational and cooperative dialogue extensions to the currently ob-
served behavior

A second research goal is to develop algorithms and procedures to support a com-
puter’s participation in a cooperative dialogue. Often, the dialogue behavior being sup-
ported may only bear a passing resemblance to human dialogue. For example, database
question-answering (ARPA, 1993) and frame-filling dialogues (Bilange, 1991; Bilange, Guyomard, et al., 1990;
Bobrow & PARC Understander Group, 1977) are simplifications of human dialogue
behavior in that the former consists primarily of the user asking questions, and the
system providing answers, whereas the latter involve the system prompting the user for
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information (e.g., a flight departure time). Human-human dialogues exhibit much more
varied behavior, including clarifications, confirmations, other communicative actions,
etc. Some researchers have argued that because humans interact differently with com-
puters than they do with people (Dahlbéack & Jonsson, 1992; Fraser & Gilbert, 1991),
the goal of developing a system that emulates real human dialogue behavior is neither
an appropriate, nor attainable target (Dahlbédck & Jonsson, 1992; Shneiderman, 1980).
On the contrary, others have argued that the usability of current natural language sys-
tems, especially voice-interactive systems in a telecommunications setting, could ben-
efit greatly from techniques that allow the human to engage in behavior found in their
typical spoken conversations (Karis & Dobroth, 1991). In general, no consensus ex-
ists on the appropriate research goals, methodologies, and evaluation procedures for
modeling dialogue.

Three approaches to modeling dialogue—dialogue grammars, plan-based models
of dialogue, and joint action theories of dialogue—will be discussed, both from theo-
retical and practical perspectives.

6.3.2 Dialogue Grammars

One approach with a relatively long history has been that of developing a dialogue
grammar (Polanyi & Scha, 1984; Reichman, 1981; Sinclair & Coulthard, 1975). This
approach is based on the observation that there exist a number of sequencing regu-
larities in dialogue, termed adjacency pairs (Sacks, Schegloff, et al., 1978), describing
such facts as that questions are generally followed by answers, proposals by accep-
tances, etc. Theorists have proposed that dialogues are a collection of such act se-
quences, with embedded sequences for digressions and repairs (Jefferson, 1972). For
some theorists, the importance of these sequences derives from the expectations that
arise in the conversants for the occurrence of the remainder of the sequence, given the
observation of an initial portion. For instance, on hearing a question, one expects to
hear an answer. People can be seen to react to behavior that violates these expectations.

Based on these observations about conversations, theorists have proposed using
phrase-structure grammar rules, following the Chomsky hierarchy, or equivalently, var-
ious kinds of state machines. The rules state sequential and hierarchical constraints on
acceptable dialogues, just as syntactic grammar rules state constraints on grammati-
cally acceptable strings. The terminal elements of these rules are typically illocutionary
act names (Austin, 1962; Searle, 1969), such as request, reply, offer, question, answer,
propose, accept, reject, etc. The non-terminals describe various stages of the specific
type of dialogue being modeled (Sinclair & Coulthard, 1975), such as initiating, react-
ing, and evaluating. For example, the SUNDIAL system (Andry, Bilange, et al., 1990;
Andry, 1992; Bilange, 1991; Bilange, Guyomard, et al., 1990; Guyomard & Siroux, 1988)
uses a 4-level dialogue grammar to engage in spoken dialogues about travel reserva-
tions. Just as syntactic grammar rules can be used in parsing sentences, it is often
thought that dialogue grammar rules can be used in parsing the structure of dialogues.
With a bottom-up parser and top-down prediction, it is expected that such dialogue
grammar rules can predict the set of possible next elements in the sequence, given a
prior sequence (Gilbert, Wooffitt, et al., 1990). Moreover, if the grammar is context-
free, parsing can be accomplished in polynomial time.
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From the perspective of a state machine, the speech act become the state transi-
tion labels. When the state machine variant of a dialogue grammar is used as a control
mechanism for a dialogue system, the system first recognizes the user’s speech act from
the utterance, makes the appropriate transition, and then chooses one of the outgoing
arcs to determine the appropriate response to supply. When the system performs an ac-
tion, it makes the relevant transition and uses the outgoing arcs from the resulting state
to predict the type of response to expect from the user (Dahlbédck & Jonsson, 1992).

Arguments against the use of dialogue grammars as a general theory of dialogue
have been raised before, notably by Levinson (1981).

First, dialogue grammars require that the communicative action(s) being performed
by the speaker in issuing an utterance be identified. In the past, this has been a difficult
problem for people and machines, for which prior solutions have required plan recog-
nition (Allen & Perrault, 1980; Carberry, 1990; Kautz, 1990; Perrault & Allen, 1980).
Second, the model typically assumes that only one state results from a transition. How-
ever, utterances are multifunctional. An utterance can be, for example, both a rejection
and an assertion, and a speaker may expect the response to address more than one
interpretation. The dialogue grammar subsystem would thus need to be in multiple
states simultaneously, a property typically not allowed. Dialogues also contain many
instances of speakers’ using multiple utterances to perform a single illocutionary act
(e.g., a request). To analyze and respond to such dialogue contributions using a di-
alogue grammar, a calculus of speech acts needs to be developed that can determine
when two speech acts combine to constitute another. Currently, no such calculus ex-
ists. Finally, and most importantly, the model does not say how systems should choose
amongst the next moves, i.e., the states currently reachable, in order for it to play its
role as a cooperative conversant. Some analogue of planning is thus required.

In summary, dialogue grammars are a potentially useful computational tool to ex-
press simple regularities of dialogue behavior. However, they need to function in con-
cert with more powerful plan-based approaches (described below) in order to provide
the input data, and to choose a cooperative system response. As a theory, dialogue
grammars are unsatisfying as they provide no explanation of the behavior they de-
scribe, i.e., why the actions occur where they do, why they fit together into a unit,
etc.

6.3.3 Plan-based Models of Dialogue

Plan-based models are founded on the observation that utterances are not simply strings
of words, but are rather the observable performance of communicative actions, or
speech acts (Searle, 1969), such as requesting, informing, warning, suggesting, and
confirming. Moreover, humans do not just perform actions randomly, but rather they
plan their actions to achieve various goals, and, in the case of communicative actions,
those goals include changes to the mental states of listeners. For example, speak-
ers’ requests are planned to alter the intentions of their addressees. Plan-based the-
ories of communicative action and dialogue (Allen & Perrault, 1980; Appelt, 1985;
Carberry, 1990; Cohen & Levesque, 1990; Cohen & Perrault, 1979; Perrault & Allen, 1980;
Sadek, 1991; Sidner & Israel, 1981) assume that the speaker’s speech acts are part of
a plan, and the listener’s job is to uncover and respond appropriately to the underlying
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plan, rather than just to the utterance. For example, in response to a customer’s ques-
tion of Where are the steaks you advertised?, a butcher’s reply of How many do you
want? is appropriate because the butcher has discovered that the customer’s plan of
getting steaks himself is going to fail. Being cooperative, he attempts to execute a plan
to achieve the customer’s higher-level goal of having steaks. Current research on this
model is attempting to incorporate more complex dialogue phenomena, such as clarifi-
cations (Litman & Allen, 1990; Yamaoka & lida, 1991; Litman & Allen, 1987), and to
model dialogue more as a joint enterprise, something the participants are doing together
(Clark & Wilkes-Gibbs, 1986; Cohen & Levesque, 1991b; Grosz & Sidner, 1990; Grosz & Kraus, 1993).

The major accomplishment of plan-based theories of dialogue is to offer a general-
ization in which dialogue can be treated as a special case of other rational noncommu-
nicative behavior. The primary elements are accounts of planning and plan-recognition,
which employ various inference rules, action definitions, models of the mental states
of the participants, and expectations of likely goals and actions in the context. The set
of actions may include speech acts, whose execution affects the beliefs, goals, commit-
ments, and intentions, of the conversants. Importantly, this model of cooperative dia-
logue solves problems of indirect speech acts as a side-effect (Perrault & Allen, 1980).
Namely, when inferring the purpose of an utterance, it may be determined that not only
are the speaker’s intentions those indicated by the form of the utterance, but there may
be other intentions the speaker wants to convey. For example, in responding to the ut-
terance There is a little yellow piece of rubber, the addressee’s plan recognition process
should determine that not only does the speaker want the addressee to believe such an
object exists, the speaker wants the addressee to find the object and pick it up. Thus,
the utterance could be analyzed by the same plan-recognition process as an informative
utterance, as well as both a request to find it and to pick it up.

Drawbacks of the Plan-based Approach

A number of theoretical and practical limitations have been identified for this class of
models.

Illocutionary Act Recognition is Redundant: Plan-based theories and algorithms have
been tied tightly to illocutionary act recognition. In order to infer the speaker’s
plan, and determine a cooperative response, the listener (or system) had to rec-
ognize what single illocutionary act was being performed with each utterance
(Perrault & Allen, 1980), even for indirect utterances. However, illocutionary act
recognition in the Allen and Perrault model (Allen & Perrault, 1980; Perrault & Allen, 1980)
was shown to be redundant (Cohen & Levesque, 1980); other inferences in the
scheme provided the same results. Instead, it was argued that illocutionary acts
could more properly be handled as complex action expressions, defined over pat-
terns of utterance events and properties of the context, including the mental states
of the participants (Cohen & Levesque, 1990). Importantly, using this analysis,

a theorist can show how multiple acts were being performed by a given utter-
ance, or how multiple utterances together constituted the performance of a given
type of illocutionary act. Conversational participants, however, are not required
to make these classifications. Rather, they need only infer what the speaker’s
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intentions are.

Discourse versus Domain Plans: Although the model is capable of solving problems
of utterance interpretation using nonlinguistic methods (e.g., plan-recognition),
it does so at the expense of distinctions between task-related speech acts and
those used to control the dialogue, such as clarifications (Grosz & Sidner, 1986;
Litman & Allen, 1987; Litman & Allen, 1990). To handle these prevalent fea-
tures of dialogue, multilevel plan structures have been proposed, in which a new
class of discourse plans is posited, which take task-level (or other discourse-
level) plans as arguments (Litman & Allen, 1987; Litman & Allen, 1990; Yamaoka & lida, 1991).
These are not higher level plans in an inclusion hierarchy, but rather are metaplans,
which capture the set of ways in which a single plan structure can be manipu-
lated. Rather than infer directly how utterances further various task plans, as
single-level algorithms do, various multilevel algorithms first map utterances to
adiscourse plan, and determine how the discourse plan operates on an existing or
new task plan. Just as with dialogue grammars, multi-level plan recognizers can
be used to generate expectations for future actions and utterances, thereby assist-
ing the interpretation of utterance fragments (Allen, 1979; Allen & Perrault, 1980;
Carberry, 1985; Carberry, 1990; Sidner, 1985), and even providing constraints to
speech recognizers (Andry, 1992; Yamaoka & lida, 1991; Young, Hauptmann, et al., 1989).

Complexity of Inference: The processes of plan-recognition and planning are com-
binatorially intractable in the worst case, and in some cases, are undecidable
(Bylander, 1991; Chapman, 1987; Kautz, 1990). The complexity arises in the
evaluation of conditions, and in chaining from preconditions to actions they
enable. Restricted planning problems in appropriate settings may still be rea-
sonably well-behaved, but practical systems cannot be based entirely on the
kind of first-principles reasoning typical of general-purpose planning and plan-
recognition systems.

Lack of a Theoretical Base: Although the plan-based approach has much to recom-
mend it as a computational model, and certainly has stimulated much informa-
tive research in dialogue understanding, it still lacks a crisp theoretical base. For
example, it is difficult to express precisely what the various constructs (plans,
goals, intentions, etc.) are, what the consequences are of those ascribing those
theoretical constructs to be the user’s mental state, and what kinds of dialogue
phenomena and properties the framework can handle. Because of the procedural
nature of the model, it is difficult to determine what analysis will be given, and
whether it is correct, as there is no independently stated notion of correctness.
In other words, what is missing is a specification of what the system should do.
Section 6.4 will discuss such an approach.

6.3.4 Future Directions

Plan-based approaches that model dialogue simply as a product of the interaction of
plan generators and recognizers working in synchrony and harmony, do not explain
why addressees ask clarification questions, why they confirm, or even why they do
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not simply walk away during a conversation. A new theory of conversation is emerg-
ing in which dialogue is regarded as a joint activity, something that agents do together
(Clark & Wilkes-Gibbs, 1986; Cohen & Levesque, 1991b; Grosz & Sidner, 1990; Grosz & Kraus, 1993;
Lochbaum, 1994; Schegloff, 1981; Suchman, 1987). The joint action model claims
that both parties to a dialogue are responsible for sustaining it. Participating in a dia-
logue requires the conversants to have at least a joint commitment to understand one
another, and these commitments motivate the clarifications and confirmations so fre-
quent in ordinary conversation.
Typical areas in which such models are distinguished from individual plan-based
models are dealing with reference and confirmations. Clark and colleagues (Clark & Wilkes-Gibbs, 1986;
Clark, 1989) have argued that actual referring behavior cannot be adequately modeled
by the simple notion that speakers simply provide noun phrases and listeners identify
the referents. Rather, both parties offer noun phrases, refine previous ones, correct
mis-identifications, etc. They claim that people appear to be following the strategy of
minimizing the joint effort involved in successfully referring. Computer models of re-
ferring based on this analysis are beginning to be developed (Heeman & Hirst, 1992;
Edmonds, 1993). Theoretical models of joint action (Cohen & Levesque, 1991b; Cohen & Levesque, 1991a)
have been shown to minimize the overall team effort in dynamic, uncertain worlds
(Jennings & Mamdani, 1992). Thus, if a more general theory of joint action can be ap-
plied to dialogue as a special case, an explanation for numerous dialogue phenomena
(such as collaboration on reference, confirmations, etc.) will be derivable. Further-
more, such a theory offers the possibility for providing a specification of what dialogue
participants should do, which could be used to guide and evaluate dialogue manage-
ment components for spoken language systems. Finally, future work in this area can
also form the basis for protocols for communication among intelligent software agents.

6.4 Spoken Language Dialogue

Egidio Giachin
CSELT, Torino, Italy

The development of machines that are able to sustain a conversation with a human
being has long been a challenging goal. Only recently, however, substantial improve-
ments in the technology of speech recognition and understanding have enabled the im-
plementation of experimental spoken dialogue systems, acting within specific semantic
domains. The renewed interest in this area is represented by the numerous papers which
appeared in conferences such as ESCA Eurospeech, ICSLP, and ICASSP, as well as by
events such as the 1993 International Symposium on Spoken Dialogue and the 1995
ESCA Workshop on Spoken Dialogue Systems.

The need for a dialogue component in a system for human-machine interaction
arises for several reasons. Often the user does not express his requirement with a
single sentence, because that would be impractical; assistance is then expected from
the system, so that the interaction may naturally flow in the course of several dialogue
turns. Moreover, a dialogue manager should take care of identifying, and recovering
from, speech recognition and understanding errors.
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The studies on human-machine dialogue have historically followed two main the-
oretical guidelines traced by research on human-human dialogue. Discourse analy-
sis, developed from studies on speech acts (Searle, 1976), views dialogue as a ratio-
nal cooperation and assumes that the speakers’ utterances be well-formed sentences.
Conversational analysis, on the other hand, studies dialogue as a social interaction in
which phenomena such as disfluencies, abrupt shift of focus, etc., have to be consid-
ered (Levinson, 1983). Both theories have contributed to the design of human-machine
dialogue systems; in practice, freedom of design has to be constrained so as to find an
adequate match with the other technologies the system rests on. For example, dialogue
strategies for speech systems should recover from word recognition errors.

Experimental dialogue systems have been developed mainly as evolutions of speech
understanding projects, which provided satisfactory recognition accuracy for speaker
independent continuous speech tasks with lexicons of the order of 1000 words. The de-
velopment of robust parsing methods for natural language was also an important step.
After some recent experiences at individual sites (Siroux, 1989; Young & Proctor, 1989;
Mast, Kompe, et al., 1992), one of the most representative projects in Europe that fos-
tered the development of dialogue systems is the CEC SUNDIAL project (Peckham, 1993).
The ARPA funded ATIS project in the United States also spurred a flow of research on
spoken dialogue in some sites (Seneff, Hirschman, et al., 1991).

6.4.1 Functional Characteristics

The dialogue manager is the core of a spoken dialogue system. It relies on two main
components, the interaction history and the interaction model. The interaction history
is used to interpret sentences, such as those including anaphora and ellipsis, that cannot
be understood by themselves, but only according to some existing context. The context
(or, more technically, active focus) may change as the dialogue proceeds and the user
shifts its focus. This requires the system to keep an updated history for which efficient
representations (e.g., tree hierarchies) have been devised.

The interaction model defines the strategy that drives the dialogue. The dialogue
strategy may lie between two extremes: the user is granted complete freedom of ini-
tiative, or the dialogue is driven by the dialogue manager. The former choice supports
naturalness on the user’s side but increases the risk of misunderstandings, while the lat-
ter provides easier recognition conditions, though the resulting dialogues can be long
and unfriendly.

The right strategy depends on the application scenario and on the robustness of
the speech recognition techniques involved. The design of a suitable strategy is a cru-
cial issue, because the success of the interaction will depend mainly on that. A good
strategy is flexible and lets the user take the initiative as long as no problem arises,
but assumes control of the dialogue when things become messy; the dialogue manager
then requires the user to reformulate his or her sentence or even use different interaction
modalities, such as isolated words, spelling, or yes/no confirmations. The effectiveness
of a dialogue strategy can be assessed only through extensive experimentation.

Several approaches have been employed to implement an interaction model. A
simple one represents dialogue as a network of states with which actions are associ-
ated. The between-state transitions are regulated by suitable conditions. This imple-
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mentation, used e.g., in Gerbino and Danieli (1993), enhances readability and ease of
maintenance, while preserving efficiency at runtime through a suitable compilation.
Architectures of higher complexity have been investigated. In the CEC SUNDIAL
project, for example (see Peckham, 1993 and the references cited there), a dialogue
manager based on the theory of speech acts was developed. A modular architecture
was designed so as to insure portability to different tasks and favor the separation of
different pieces of knowledge, with limited run time speed reduction.

6.4.2 Development of a Spoken Dialogue System

The development of an effective system requires extensive experimentation with real
users. Human-human dialogue, though providing some useful insight, is of limited util-
ity because a human behaves much differently when he or she is talking to a machine
rather than to another human. The Wizard of Oz (WOZ) technique (Fraser & Gilbert, 1989)
enables dialogue examples to be collected in the initial phase of system development:
the machine is emulated by a human expert, and the user is led to believe that he or
she is actually talking to a computer. This technique has been effective in helping re-
searchers test ideas, however, since it is difficult to realistically mimic the actual behav-
ior of recognition and dialogue systems, it may be affected by an overly optimistic esti-
mation of performance, which may lead to a dialogue strategy that is not robust enough.
A different approach suggests that experimentation with real users be performed in sev-
eral steps, starting with a complete, though rough, bootstrap system and cyclically up-
grading it. This technique was used for the system in Seneff, Hirschman, et al. (1991).
The advantage of this method is that it enables the system to be developed in a close
match with the collected database.

The above methodologies are not mutually exclusive, and in practical implemen-
tations they have been jointly employed. In every case, extensive corpora of (real or
simulated) human-machine interaction are playing an essential role for development
and testing.

6.4.3 Evaluation Criteria

The difficulty of satisfactorily evaluating the performance of voice processing systems
increases from speech recognition dialogue, where the very nature of what should be
measured is complex and ill-defined. Recent projects nevertheless favored the estab-
lishing of some ideas. Evaluation parameters can be classified as objective and sub-
jective. The former category includes the total time of the utterance, the number of
user/machine dialogue turns, the rate of correction/repair turns, etc. The transaction
success is also an objective measure, though the precise meaning of success still lacks
a standard definition. As a general rule, an interaction is declared successful if the user
was able to solve his or her problem without being overwhelmed by unnecessary infor-
mation from the system, in the spirit of what has been done in the ARPA community
for the ATIS speech understanding task.

Objective measures are not sufficient to evaluate the overall system quality as seen
from the user’s viewpoint. The subjective measures, aimed at assessing the users’



200 Chapter 6: Discourse and Dialogue

opinions on the system, are obtained through direct interview by questionnaire fill-
ing. Questions include such issues as ease of usage, naturalness, clarity, friendliness,
robustness regarding misunderstandings, subjective length of the transaction, etc. Sub-
jective measures have to be properly processed (e.g., through factorial analysis) in order
to suggest specific upgrading actions. These measures may depart from what could be
expected by analyzing objective data. Since user satisfaction is the ultimate evaluation
criterion, subjective measures are helpful for focusing on weak points that might get
overlooked and neglect issues that are of lesser practical importance.

Evaluation of state-of-the-art spoken dialogue technology indicates that a careful
dialogue manager design permits high transaction success to be achieved in spite of the
still numerous recognition or understanding errors (see e.g., Gerbino & Danieli, 1993.
Robustness to spontaneous speech is obtained at the expense of speed and friendliness,
and novices experience more trouble than expert users. Moreover, ease and natural-
ness of system usage are perceived differently according to user age and education.
However, the challenge to bring this technology into real services is open.

6.4.4 Future Directions

The issues for future investigation can be specified only according to the purpose for
which the spoken dialogue system is intended. If the goal is to make the system work
in the field, then robust performance and real-time operation become the key factors,
and the dialogue manager should drive the user to speak in a constrained way. Under
these circumstances, the interaction model will be simple and the techniques developed
so far are likely to be adequate. If, on the other hand, immediate applicability is not the
main concern, there are several topics into which a deeper insight must still be gained.
These include the design of strategies to better cope with troublesome speakers, to
achieve better trade-offs between flexibility and robustness, and to increase portability
to different tasks/languages.

The performance of the recognition/understanding modules can be improved when
they are properly integrated in a dialogue system. The knowledge of the dialogue sta-
tus, in fact, generates expectations on what the user is about to say, and hence can be
used to restrict the dictionary or the linguistic constraints of the speech understand-
ing module, thereby increasing their accuracy. These predictions have been shown to
yield practical improvements (see e.g., Andry, 1992), though they remain a subject for
research. Since recognition errors will never be completely ruled out, it is important
that the user can detect and recover from wrong system answers in the shortest possi-
ble time. The influence of the dialogue strategy on error recovery speed was studied
in Hirschman and Pao (1993). It is hoped that the growing collaboration between the
speech and natural language communities may provide progress in these areas.
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Chapter 7

Document Processing

7.1 Overview

Per-Kristian Halvorsen
Xerox-PARC, Palo Alto, California, USA

7.1.1 The Document

Work gets done through documents. When a negotiation draws to a close, a docu-
ment is drawn up: an accord, a law, a contract, or an agreement. When a new orga-
nization is established, it is announced with a document. When research culminates,
a document is created and published. And knowledge is transmitted through docu-
ments: research journals, text books, and newspapers. Documents are information
organized and presented for human understanding. Documents are where information
meets with people and their work. By bringing technology to the process of produc-
ing and using documents one has the opportunity to achieve significant productivity
enhancements. This point is important in view of the fact that the derivation of pro-
ductivity increases and economic value from technological innovation in information
technologies has proven difficult. In the past decade, we have seen unsurpassed in-
novation in the area of information technology and in its deployment in the general
office. Proven increases in the effectiveness of work have been much harder to come
by (David, 1991; Brynjolfsson, 1993). By focusing on the work practices that surround
the use of documents, we bring technology to bear on the pressure points for efficiency.
While the prototypical document of the present may be printed, the document is a tech-
nology with millennia of technological change behind it.

An important change vector for the document concerns new types of content (speech
and video in addition to text and pictures) and non-linear documents (hyper-media).
Of equal importance is the array of new technologies for processing, analyzing and
interpreting the content, in particular the natural language content, of the document.
Language, whether spoken or written, provides the bulk of the information-carrying
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capacity of most work-oriented documents. The introduction of multi-media docu-
ments only extends the challenge for language technologies: analysis of spoken as
well as written language will enhance the ability to navigate and retrieve multi-media
documents.

7.1.2 Document Work Practices

The utility of information technology is amplified when its application reaches outside
its native domain—the domain of the computer—and into the domain of everyday life.
Files are the faint reflections in the computer domain of documents in the domain of
everyday life. While files are created, deleted, renamed, backed up, and archived,
our involvement with documents forms a much thicker fabric: Documents are read,
understood, translated, plagiarized, forged, hated, loved and emasculated. The major
phases of a document’s life cycle are creation, storing, rendering (e.g., printing or other
forms of presentation), distribution, acquisition, and retrieving (Figure 7.1). Each of

Create

Reuse Distribute

Scan Print

Read

Figure 7.1: The life cycle of a document.

these phases is now fundamentally supported by digital technology: Word processors
and publishing systems (for the professional publisher as well as for the desktop user)
facilitate the creation phase, as do multi-media production environments.

Document (text) databases provide storage for the documents. Rendering is made
more efficient through software for the conversion of documents to Page Description
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Languages (PDLs), and so-called imagers, which take PDL representations to a print-
able or projectable image. Distribution takes place through fax, networked and on-
demand printing, Electronic Data Interchange (EDI), and electronic mail. Acquisition
of documents in print form for the purpose of integration into the electronic domain
takes place through the use of scanners, image processing software, optical character
recognition (OCR), and document recognition or reconstruction. Access is accom-
plished through document databases. Natural language technologies can yield further
improvements in these processes when combined with the fundamental technologies in
each phase to facilitate the work that is to be done.

Creation: Authoring aids put computing to the task of assisting in the preparation of
the content and linguistic expression in a document in the same way that word proces-
sors assist in giving the document form. This area holds tremendous potential. Even the
most basic authoring aid—spelling checking—is far from ubiquitous in 1994: The ca-
pability and its utility has been proven in the context of English language applications,
but the deployment in product settings for other languages is just beginning, and much
descriptive linguistic work remains to be done. Grammar and style checking, while
unproven with respect to their productivity enhancement, carry significant attraction
as an obvious extension to spelling checking. The dependence on challenging linguis-
tic descriptive work is even more compelling for this capability than for the spelling
checking task. Authoring tools do not exhaust the range of language-based technolo-
gies which can help in the document creation process. Document creation is to a large
extent document reuse. The information in one document often provides the basis for
the formulation of another, whether through translation, excerpting, summarizing, or
other forms of content-oriented transformation (as in the preparation of new legal con-
tracts). Thus, what is often thought of as access technologies can play an important
role in the creation phase.

Storage: Space, speed and ease of access are the most important parameters for doc-
ument storage technologies. Linguistically based compression techniques (e.g., token-
based encoding) can result in dramatically reduced space requirements in specialized
application settings. Summarization techniques can come into play at the time of stor-
age (filing) to prepare for easier access through the generation of compact but mean-
ingful representatives of the documents. This is not a fail-safe arena for deployment,
and robustness of the technology is essential for success in this application domain.

Distribution: With the geometric increase in electronically available information,
the demand for automatic filtering and routing techniques has become universal. Cur-
rent e-mail and work group support systems have rudimentary capabilities for filtering
and routing. The document understanding and information extraction technologies de-
scribed in this chapter could provide dramatic improvements on these functions by
identifying significant elements in the content of the document available for the use of
computational filtering and routing agents.
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Acquisition: The difficulty of integrating the world of paper documents into the
world of electronic document management is a proven productivity sink. The role
of natural language models in improving optical character recognition and document
reconstruction is highly underexploited and just now being reflected in commercial
products.

Access: An organization’s cost for accessing a document far dominates the cost of
filing it in the first place. The integration of work flow systems with content-based
document access systems promises to expand one of the fastest growing segments of
the enterprise level software market (work flow) from the niche of highly structured
and transaction oriented organizations (e.g., insurance claim processing), to the gen-
eral office which traffics in free text documents, and not just forms. The access phase is
a ripe area for the productivity enhancing injection of language processing technology.
Access is a fail-safe area in that improvements are cumulative and 100% accuracy of
the language analysis is not a prerequisite for measurably improved access. Multiple
technologies (e.g., traditional retrieval techniques, summarization, information extrac-
tion) can be synergetically deployed to facilitate access.

7.2 Document Retrieval

Donna Harman,?® Peter Schauble,® & Alan Smeaton®

¢ NIST, Gaithersburg, Maryland, USA
® ETH Zurich, Switzerland
¢ Dublin City University, Ireland, UK

Document retrieval is defined as the matching of some stated user query against useful
parts of free-text records. These records could be any type of mainly unstructured text,
such as bibliographic records, newspaper articles, or paragraphs in a manual. User
queries could range from multi-sentence full descriptions of an information need to a
few words, and the vast majority of retrieval systems currently in use range from sim-
ple Boolean systems through to systems using statistical or natural language process-
ing. Figure 7.2 illustrates the manner in which documents are retrieved from various
sources.

Several events have recently occurred that are having a major effect on research in
this area. First, computer hardware is more capable of running sophisticated search al-
gorithms against massive amounts of data, with acceptable response times. Second, In-
ternet access, such as World Wide Web (WWW), brings new search requirements from
untrained users who demand user-friendly, effective text searching systems. These
two events have contributed to creating an interest in accelerating research to produce
more effective search methodologies, including more use of natural language process-
ing techniques.

There has been considerable research in the area of document retrieval for more
than thirty years (Belkin & Croft, 1987), dominated by the use of statistical methods
to automatically match natural language user queries against records. For almost as
long, there has been interest in using natural language processing to enhance single
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Figure 7.2: The document retrieval process.

term matching by adding phrases (Fagan, 1989), yet to date natural language process-
ing techniques have not significantly improved performance of document retrieval, al-
though much effort has been expended in various attempts. The motivation and drive
for using natural language processing (NLP) in document retrieval is mostly intuitive;
users decide on the relevance of documents by reading and analyzing them and if we
can automate document analysis this should help in the process of deciding on docu-
ment relevance.

Some of the research into document retrieval has taken place in the ARPA-sponsored
TIPSTER project. One of the TIPSTER groups, the University of Massachusetts at
Ambherst, experimented with expansion of their state-of-the-art INQUERY retrieval
system so that it was able to handle the three gigabyte test collection. This included
research in the use of query structures, document structures, and extensive experimen-
tation in the use of phrases (Broglio, Callan, et al., 1993). These phrases (usually noun
phrases) were found using a part-of-speech tagger and were used either to improve
query performance or to expand the query. In general, the use of phrases, as opposed to
single terms, for retrieval did not significantly improve performance, although the use
of noun phrases to expand a query shows much more promise. This group has found
phrases to be useful in retrieval for smaller collections, or for collections in a narrow
domain.

A second TIPSTER group using natural language processing techniques was Syra-
cuse University. A new system, the DR-LINK system, based on automatically find-
ing conceptual structures for both documents and queries, was developed using exten-
sive natural language processing techniques such as document structure discovery, dis-
course analysis, subject classification, and complex nominal encapsulation. This very
complex system was barely finished by the end of phase | (Liddy & Myaeng, 1993),
but represents the most complex natural language processing system ever developed
for document retrieval .

The TIPSTER project has progressed to a second phase that will involve even more
collaboration between NLP researchers and experts. The plan is to develop an architec-
ture that will allow standardized communication between document retrieval modules
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(usually statistically based) and natural language processing modules (usually linguis-
tically based). The architecture will then be used to build several projects that require
the use of both types of techniques. In addition to this theme, the TIPSTER phase 11
project will investigate more thoroughly the specific contributions of natural language
processing to enhanced retrieval performance. Two different groups, the University
of Massachusetts at Amherst group combined with a natural language group at BBN
Inc., and a group from New York University will perform many experiments that are
likely to uncover further evidence of the usefulness of natural language processing in
document retrieval.

The same collection used for testing in the TIPSTER project has been utilized by
a much larger worldwide community of researchers in the series of Text REtrieval
Conference (TREC) evaluation tasks. Research groups representing very diverse ap-
proaches to document retrieval have taken part in this annual event and many have
used NLP resources like lexicons, dictionaries, thesauri, proper name recognizers and
databases, etc. One of these groups, New York University, investigated the gains for
using more intensive natural language processing on top of a traditional statistical re-
trieval system (Strzalkowski, Carballo, et al., 1995). This group did a complete parse
of the two Gbyte texts to locate content-carrying terms, discover relationships between
these terms, and then use these terms to expand or modify the queries. This entire pro-
cess is completely automatic, and major effort has been put into the efficiency of the
natural language processing part of the system. A second group using natural language
processing was the group from General Electric Research and Development Center
(Jacobs, 1994). They used natural language processing techniques to extract informa-
tion from (mostly) the training texts. This information was then used to create manual
filters for the routing task part of TREC. Another group using natural language pro-
cessing techniques in TREC was CLARITECH (Evans & Lefferts, 1994). This group
used only noun phrases for retrieval and built dynamic thesauri for query expansion for
each topic using noun phrases found in highly ranked documents. A group from Dublin
City University derived tree structures from texts based on syntactic analysis and incor-
porated syntactic ambiguities into the trees (Smeaton, O’Donnell, et al., 1995). In this
case document retrieval used a tree-matching algorithm to rank documents. Finally, a
group from Siemens used the WordNet lexical database as a basis for query expansion
(Voorhees, Gupta, et al., 1995) with mixed results.

The situation in the U.S. as outlined above is very similar to the situation in Eu-
rope. The European Commission’s Linguistic Research and Engineering (LRE) sub-
programme funds projects like CRISTAL, which is developing a multilingual interface
to a database of French newspaper stories using NLP techniques, and RENOS, which
is doing similar work in the legal domain. The E.U.-funded SIMPR project also used
morpho-syntactic analysis to identify indexing phrases for text. Other European work
using NLP is reported in Hess (1992); Ruge (1992); Schwarz and Thurmair (1986);
Chiaramella and Nie (1990) and summarized in Smeaton (1992).

Most researchers in the information retrieval community believe that retrieval ef-
fectiveness is easier to improve by means of statistical methods than by NLP-based
approaches and this is borne out by results, although there are exceptions. The fact that
only a fraction of information retrieval research is based on extensive natural language
processing techniques indicates that NLP techniques do not dominate the current thrust
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of information retrieval research as does something like the Vector Space Model. Yet
NLP resources used in extracting information from text as described by Paul Jacobs
in section 7.3, resources like thesauri, lexicons, dictionaries, proper name databases,
are used regularly in information retrieval research. It seems, therefore, that NLP re-
sources rather than NLP techniques are having more of an impact on document retrieval
effectiveness at present. Part of the reason for this is that natural language processing
techniques are generally not designed to handle large amounts of text from many differ-
ent domains. This is reminiscent of the situation with respect to information extraction
which likewise is not currently successful in broad domains. But information retrieval
systems do need to work on broad domains in order to be useful, and the way NLP
techniques are being used in information retrieval research is to attempt to integrate
them with the dominant statistically-based approaches, almost piggy-backing them to-
gether. There is, however, an inherent granularity mismatch between the statistical
techniques used in information retrieval and the linguistic techniques used in natural
language processing. The statistical techniques attempt to match the rough statistical
approximation of a record to a query. Further refinement of this process using fine-
grained natural language processing techniques often adds only noise to the matching
process, or fails because of the vagaries of language use. The proper integration of
these two techniques is very difficult and may be years in coming. What is needed is
the development of NLP techniques specifically for document retrieval and, vice versa,
the development of document retrieval techniques specifically for taking advantage of
NLP techniques.

Future Directions

The recommendations for further research are therefore to continue to pursue this in-
tegration but paying more attention to how to adapt the output of current natural lan-
guage methods to improving information retrieval techniques. In addition, NLP tech-
niques could be used directly to produce tools for information retrieval, such as creating
knowledge bases or simple thesauri using data mining.

7.3 Text Interpretation: Extracting Information

Paul Jacobs
SRA International, Arlington, Virginia, USA

The proliferation of on-line text motivates most current work in text interpretation.
Although massive volumes of information are available at low cost in free text form,
people cannot read and digest this information any faster than before; in fact, for the
most part they can digest even less. Often, being able to make efficient use of infor-
mation from text requires that the information be put in some sort of structured format,
for example, in a relational database, or systematically indexed and linked. Currently,
extracting the information required for a useful database or index is usually an expen-
sive manual process; hence on-line text creates a need for automatic text processing
methods to extract the information automatically (Figure 7.3).
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Figure 7.3: The problem of information extraction from text.

Current methods and systems can digest and analyze significant volumes of text
at rates of a few thousand words per minute. Using text skimming, often driven by
finite-state recognizers (discussed in chapters 3 and 11 of this volume), current meth-
ods generally start by identifying key artifacts in the text, such as proper names, dates,
times, and locations, and then use a combination of linguistic constraints and do-
main knowledge to identify the important content of each relevant text. For exam-
ple, in news stories about joint ventures, a system can usually identify joint ven-
ture partners by locating names of companies, finding linguistic relations between
company names and words that describe business tie-ups, and using certain domain
knowledge, such as understanding that ventures generally involve at least two partners
and result in the formation of a new company. Other applications are illustrated in
Ciravegna, Campia, et al. (1992); Mellish et al. (1995). Although there has been inde-
pendent work in this area and there are a number of systems in commercial use, much
of the recent progress in this area has come from U.S. government-sponsored programs
and evaluation conferences, including the TIPSTER Text Program and the MUC and
TREC evaluations described in chapter 13. In information extraction from text, the
TIPSTER program, for example, fostered the development of systems that could ex-
tract many important details from news stories in English and Japanese. The scope of
this task was much broader than in any previous project.

The current state of the art has produced rapid advances in the robustness and appli-
cability of these methods. However, current systems are limited because they invariably
rely, at least to some degree, on domain knowledge or other specialized models, which
still demands time and effort (usually several person-months, even in limited domains).
These problems are tempered somewhat by the availability of on-line resources, such
as lexicons, corpora, lists of companies, gazetteers, and so forth, but the issue of how
to develop a technology base that applies to many problems is still the major challenge.

In recent years, technology has progressed quite rapidly, from systems that could
accurately process text in only very limited domains (for example, engine service re-
ports) to programs that can perform useful information extraction from a very broad
range of texts (for example, business news). The two main forces behind these ad-
vances are: (1) the development of robust text processing architectures, including fi-
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nite state approximation and other shallow but effective sentence processing methods,
and (2) the emergence of weak heuristic and statistical methods that help to overcome
knowledge acquisition problems by making use of corpus and training data.

Finite-state approximation (Jacobs, Krupka, et al., 1993; Pereira, 1990) is a key el-
ement of current text interpretation methods. Finite-state recognizers generally admit
a broader range of possible sentences than most parsers based on context-free gram-
mars, and usually apply syntactic constraints in a weaker fashion. Although this means
that finite-state recognizers will sometimes treat sentences as grammatical when they
are not, the usual effect is that the finite state approximation is more efficient and fault
tolerant than a context-free model.

The success of finite-state and other shallow recognizers, however, depends on the
ability to express enough word knowledge and domain knowledge to control interpre-
tation. While more powerful parsers tend to be controlled mainly by linguistic con-
straints, finite state recognizers usually depend on lexical constraints to select the best
interpretation of an input. In limited domains, these constraints are part of the domain
model; for example, when the phrase unidentified assailant appears in a sentence with
terrorist attack, it is quite likely that the assailant is the perpetrator of the attack.

In broader domains, successful interpretation using shallow sentence processing
requires lexical data rather than domain knowledge. Such data can often be obtained
from a corpus using statistical methods (Church, Gale, et al., 1991). These statistical
models have been of only limited help so far in information extraction systems, but
they show promise for continuing to improve the coverage and accuracy of information
extraction in the future.

Much of the key information in interpreting texts in these applications comes not
from sentences but from larger discourse units, such as paragraphs and even complete
documents. Interpreting words and phrases in the context of a complete discourse,
and identifying the discourse structure of extended texts, are important components of
text interpretation. At present, discourse models rely mostly on domain knowledge
(lwanska, Appelt, et al., 1991). Like the problem of controlling sentence parsing, ob-
taining more general discourse processing capabilities seems to depend on the ability
to use discourse knowledge acquired from examples in place of detailed hand-crafted
domain models.

Future Directions

We can expect that the future of information extraction will bring broader and more
complete text interpretation capabilities; this will help systems to categorize, index,
summarize, and generalize from texts from information sources such as newspapers
and reference materials. Such progress depends now on the development of better
architectures for handling information beyond the sentence level, and on continued
progress in acquiring knowledge from corpus data.

7.4 Summarization

Karen Sparck Jones
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Automatic abstracting was first attempted in the 1950s, in the form of Luhn’s auto-
extracts, (cf. Paice, 1990); but since then there has been little work on, or progress
made with, this manifestly very challenging task. However, the increasing volume of
machine-readable text, and advances in natural language processing, have stimulated a
new interest in automatic summarizing reflected in the 1993 Dagstuhl Seminar, Sum-
marizing text for intelligent communication (Endres-Niggemeyer, Hohbs, et al., 1995).
Summarizing techniques tested so far have been limited either to general, but shallow
and weak approaches, or to deep but highly application-specific ones. There is a clear
need for more powerful, i.e., general but adaptable, methods. But these must as far
as possible be linguistic methods, not requiring extensive world knowledge and being
able to deal with large-scale text structure as well as individual sentences.

7.4.1 Analytical Framework

Work done hitherto, relevant technologies, and required directions for new research are
usefully characterized by reference to an analytical framework covering both factors
affecting summarizing and the essential summarizing process. | shall concentrate on
text, but the framework applies to discourse in general including dialogue.

A summary text is a derivative of a source text condensed by selection and/or gen-
eralization on important content. This is not an operational definition, but it emphasizes
the crux of summarizing, reducing whole sources without requiring pre-specification
of desired content, and allows content to cover both information and its expression.
This broad definition subsumes a very wide range of specific variations. These stem
from the context factors characterizing individual summarizing applications. Summa-
rizing is conditioned by input factors categorizing source form and subject; by purpose
factors referring to audience and function; and also, subject to input and purpose con-
straints, by output factors including summary format and style.

The global process model has two major phases: interpretation of the source text
involving both local sentence analysis and integration of sentence analyses into an over-
all source meaning representation; and generation of the summary by formation of the
summary representation using the source one and subsequent synthesis of the summary
text. This logical model emphasizes the role of text representations and the central
transformation stage. It thus focuses on what source representations should be like
for summarizing, and on what condensation on important content requires. Previous
approaches to summarizing can be categorized and assessed, and new ones designed,
according to (a) the nature of their source representation, including its distance from
the source text, its relative emphasis on linguistic, communicative or domain informa-
tion and therefore the structural model it employs and the way this marks important
content; and (b) the nature of its processing steps, including whether all the model
stages are present and how independent they are.
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7.4.2 Past Work

For instance, reviewing past work (see Paice, 1990; Sparck Jones, 1993), source text
extraction using statistical cues to select key sentences to form summaries is taking both
source and summary texts as their own linguistic representations and also essentially
conflating the interpretation and generation steps. Approaches using cue words as a
base for sentence selection are also directly exploiting only linguistic information for
summarizing. When headings or other locational criteria are exploited, this involves
a very shallow source text representation depending on primarily linguistic notions of
text grammar, though Liddy et al. (1993) has a richer grammar for a specific text type.

Approaches using scripts or frames on the other hand (Young & Hayes, 1985; DeJong, 1979)
involve deeper representations and ones of an explicitly domain-oriented kind moti-
vated by properties of the world. DeJong’s work illustrates the case where the source
representation is deliberately designed for summarizing, so there is little transformation
effort in deriving the summary template representation. In the approach of Rau (1988),
however, the hierarchic domain-based representation allows generalization for summa-
rizing.

There has also been research combining different information types in represen-
tation. Thus, Hahn (1990) combines linguistic theme and domain structure in source
representations, and seeks salient concepts in these for summaries.

Overall in this work, source reduction is mainly done by selection: this may use
general, application-independent criteria, but is more commonly domain-guided as in
Marsh, Hamburger, et al. (1984), or relies on prior, inflexible specification of the kind
of information sought, as with DeJong (1979), which may be as tightly constrained
as in MUC. There is no significant condensation of input content taken as a whole:
in some cases even little length reduction. There has been no systematic comparative
study of different types of source representation for summarizing, or of context factor
implications. Work hitherto has been extremely fragmentary and, except where it re-
sembles indexing or is for very specific and restricted kinds of material, has not been
very successful. The largest-scale automatic summarizing experiment done so far has
been DeJong’s, applying script-based techniques to news stories. There do not appear
to be any operational summarizing systems.

7.4.3 Relevant Disciplines

The framework suggests there are many possibilities to explore. But given the nature
and complexity of summarizing, it is evident that ideas and experience relevant to auto-
matic summarizing must be sought in many areas. These include human summarizing,
a trained professional skill that provides an iterative, processual view of summarizing
often systematically exploiting surface cues; discourse and text linguistics supplying
a range of theories of discourse structure and of text types bearing on summarizing in
general, on different treatments suited to different source types, and on the relation be-
tween texts, as between source and summary texts; work on discourse comprehension,
especially that involving or facilitating summarizing; library and information science
studies of user activities exploiting abstracts e.g., to serve different kinds of information
need; research on user modeling in text generation, for tailoring summaries; and NLP
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technology generally in supplying both workhorse sentence processing for interpreta-
tion and generation and methods for dealing with local coherence, as well as results
from experiments with forms of large-scale text structure, if only for generation so far,
not recognition. Some current work drawing on these inputs is reported in IPM (1995);
it also illustrates a growing interest in generating summaries from non-text material.

7.4.4 Future Directions

The full text revolution, also affecting indexing, implies a pressing need for automatic
summarizing, and current NLP technology provides the basic resource for this. There
are thus complementary shorter and longer term lines of work to undertake, aimed at
both practical systems and a scientific theory of summarizing, as follows:

1. Develop shallow-processing techniques that exploit robust parsing, and surface
or statistical pointers to key topics and topic connections, for simple indexing-
type information extracts and summaries.

2. Seek generalizations of deep, domain-based approaches using e.g., frames, to
reduce tight application constraints and extend system scopes.

3. Carry out systematic experiments to assess the potentialities of alternative types
of source representation both for any summarizing strategy and in relation to
different context factor conditions.

4. Engage in user studies to establish roles and hence requirements for summaries
as leading to or providing information, and to determine sound methods of eval-
uating summaries.

5. Explore dynamic, context-sensitive summarizing for interactive situations, in re-
sponse to changing user needs as signaled by feedback and as affected by ad hoc
assemblies of material.

7.5 Computer Assistance in Text Creation and Editing
Robert Dale

Microsoft Institute of Advanced Software Technology, Sydney, Australia

On almost every office desk there sits a PC, and on almost every PC there resides a word
processing program. The business of text creation and editing represents a very large
market, and a very natural one in which to ask how we might apply speech and natural
language processing technologies. Below, we look at how language technologies are
already being applied here, sketch some advances to be expected in the next five to ten
years, and suggest where future research effort is needed.

Information technology solutions are generally of three types: accelerative, where
an existing process is made faster; delegative, where the technology carries out a task
previously the responsibility of a person; and augmentative, where the technology as-
sists in an existing task. The major developments in the next five to ten years are likely
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to be of an augmentative nature, with increasingly sophisticated systems that have peo-
ple and machines doing what they each do best. The key here is to add intelligence
and sophistication to provide language sensitivity, enabling the software to see a text
not just as a sequence of characters, but as words and sentences combined in particular
structures for particular semantic and pragmatic effect.

7.5.1 Creation and Revision of Unconstrained Text: The Current
Situation

Although language technologies can play a part in the process of text creation by pro-
viding intelligent access to informational resources, the more direct role is in the provi-
sion of devices for organizing text. The degree of organizational assistance that is pos-
sible depends very much on the extent to which regularity can be perceived or imposed
on the text concerned. Document production systems which impose structure support
text creation; the most useful offspring here has been the outliner, now a standard part
of many word processing systems. In general, however, the model of documenthood
these systems embody is too constrained for widespread use in text creation. While
relatively structured documents are appropriate in some business contexts, other future
markets will focus on home and leisure usage, where concerns other than structure may
become relevant to the creation of text. In the following two subsections we focus on
unconstrained text, whereas controlled languages are treated in section 7.6.

No existing tools in this area embody any real language sensitivity. Much of the
initial exploratory work required here has reached computational linguistics via re-
search in natural language generation; but we are still far away from being able to
automatically interpret discourse structure in any sophisticated sense. Current models
of discourse structure do not mirror the sophistication of our models of sentence struc-
ture, and so the scope for assistance in text creation will remain limited until significant
research advances are made.

The story is very different for text revision. Here, language technology finds a wide
range of possible applications. We already have the beginnings of language sensitiv-
ity in spelling correction technology: the techniques used here are now fairly stable,
although without major advances (for example, taking explicit account of syntax and
even semantics) we cannot expect much beyond current performance.

Grammar checking technology is really the current frontier of the state of the art.
Commercial products in this area are still much influenced by the relatively superfi-
cial techniques used in the early Unix Writer’s Workbench (WWB) system, but some
current commercial systems (such as Grammatik and CorrecText) embody greater so-
phistication: these are the first products to use anything related to the parsing tech-
nologies developed in the research field. As machines become more powerful, and
as broad-coverage grammars become more feasible, we can expect to see more of the
CPU-hungry techniques developed in research labs finding their way into products;
IBM’s Critique system gives a flavor of what is to come.

Beyond grammar checking, the next important step is stylistic analysis. Anything
more than the very simple string and pattern matching techniques first used in the Unix
WWB system require the substrate of syntactic analysis, and, indeed, there are many
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aspects of style for which semantic and pragmatic analyses are required. Here, more
than anywhere, the problem of different perceptions of the shape of the task rears its
head: style is a term used to cover many things, from the form in which a date should
be written to the overall feel of a text. Some of the simpler problems here are already
being dealt with in products on the market, and this is where we can expect to see most
developments in the next five years.

7.5.2 Future Directions
Medium-term Prospects

The key to medium-term developments in this area is the productization of parsing and
grammar technologies. There are a number of shifts in research focus that are needed
to accelerate this process.

1. Linguistic theories need to be assessed for their value in this working context:
For example, are some theories more suited than others to the development of
a theory of syntactic error detection and correction? Do the standard linguistic
distinctions between syntax, semantics and pragmatics stand up in this domain?

2. Parsing mechanisms need to be made far more robust than is usually taken to
be necessary: no matter how broad coverage a grammar is, there will always be
texts that do not conform. How does a system decide that it is faced with an
ungrammatical sentence rather than a correct sentence for which it does not have
a grammar rule? How is the handling of unknown words best integrated with the
handling of grammatical errors?

3. How do we evaluate these systems? Corpora of errors are needed in order to
determine which categories of errors are most frequent and where effort is best
applied. A real problem here is knowing how to measure performance: the ap-
propriate metrics have not yet been developed. Underlying these requirements is
a need for a properly elaborated theory of textual error: what exactly counts as a
spelling error as opposed to a syntactic error, for example?

4. How is the user to understand the basis of the system’s proposed revisions? Be-
cause of the mismatch between the user’s view of the problem and the language
technologist’s view, there is a need for better means of explaining errors to users
in an acceptable way.

5. Finally, and most importantly, if we are to progress beyond rather trivial assis-
tance in stylistic matters, we need a sizable effort directed at research on stylistic
issues to build computational theories at that level.

Longer-term Prospects

We have already alluded above to the scope for incorporating sophisticated theories of
discourse into the creation task in writing tools; similarly, the acceleration and delega-
tion of language-centered tasks will become increasingly viable as advances are made
in speech processing and natural language generation in the longer term.
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Looking more broadly, we should be concerned not only with the words them-
selves, but also how they appear on the page or screen. The fact that, for example,
we often have to make our texts fit word limits means that we have to take account of
physical space. Systems should be able to reason about graphics as well as words, and
systems should know about typographic devices.

Beyond these areas, there are new categories of assistance we might expect in the
longer term. Modes of writing themselves are likely to adapt to accommodate the un-
even profile of ability offered by existing systems, with currently unpredictable back
and forwards effects on the tools that become required. We cannot easily foresee what
new market possibilities for computer-based writing tools the information superhigh-
way will lead to; but there is a strong possibility that the categories we have previously
thought in will no longer be the most appropriate.

7.6 Controlled Languages in Industry

Richard H. Wojcik & James E. Hoard
Boeing Information & Support Services, Seattle, Washington, USA

7.6.1 The Reason Why

Natural language permits an enormous amount of expressive variation. Writers, es-
pecially technical writers, tend to develop special vocabularies (jargons), styles, and
grammatical constructions. Technical language becomes opaque not just to ordinary
readers, but to experts as well. The problem becomes particularly acute when such text
is translated into another language, since the translator may not even be an expert in
the technical domain. Controlled Languages (CL) have been developed to counter the
tendency of writers to use unusual or overly-specialized, inconsistent language.

A CL is a form of language with special restrictions on grammar, style, and vocab-
ulary usage. Typically, the restrictions are placed on technical documents, including
instructions, procedures, descriptions, reports, and cautions. One might consider for-
mal written English to be the ultimate Controlled Language: a form of English with
restricted word and grammar usages, but a standard too broad and too variable for use
in highly technical domains. Whereas formal written English applies to society as a
whole, CLs apply to the specialized sublanguages of particular domains.

The objective of a CL is to improve the consistency, readability, translatability,
and retrievability of information. Creators of CLs usually base their grammar restric-
tions on well-established writing principles. For example, AECMA Simplified English
limits the length of instructional sentences to no more than 20 words. It forbids the
omission of articles in noun phrases, and requires that sequential steps be expressed in
separate sentences.

7.6.2 Results

By now, hundreds of companies have turned to CLs as a means of improving read-
ability or facilitating translation to other languages. The original CL was Caterpillar
Fundamental English (CFE), created by the Caterpillar Tractor Company (USA) in



224 Chapter 7: Document Processing

the 1960s. Perhaps the best known recent controlled language is AECMA Simplified
English (AECMA, 1995), which is unique in that it has been adopted by an entire in-
dustry, namely, the aerospace industry. The standard was developed to facilitate the use
of maintenance manuals by non-native speakers of English. Aerospace manufacturers
are required to write aircraft maintenance documentation in Simplified English. Some
other well-known CLs are Smart’s Plain English Program (PEP), White’s International
Language for Serving and Maintenance (ILSAM), Perkins Approved Clear English
(PACE), and COGRAM (see Adriaens & Schreuers, 1992, which refers to some of
these systems). Many CL standards are considered proprietary by the companies that
have developed them.

7.6.3 Prospects

The prospects for CLs are especially bright today. Many companies believe that using
a CL can give them something of a competitive edge in helping their customers operate
and service their products. With the tremendous growth in international trade that is
occurring worldwide, more and more businesses are turning to CLs as a method for
making their documents easier to read for non-native speakers of the source language
or easier to translate into the languages of their customers.

One of the factors stimulating the use of CLs is the appearance of new language
engineering tools to support their use. Because the style, grammar, and vocabulary
restrictions of a CL standard are comple, it is nearly impossible to produce good,
consistent documents that comply with any CL by manual writing and editing meth-
ods. The Boeing Company has had a Simplified English Checker in production use
since 1990, and Boeing’s maintenance manuals are now supplied in Simplified English
(Hoard, Wojcik, et al., 1992; Wojcik, Harrison, et al., 1993; LIM, 1993). Since 1990,
several new products have come onto the market to support CL checking. A number of
others exist in varying prototype stages. The Commission of the European Union has
authorized a recent program to fund the development of such tools to meet the needs
of companies that do business in the multilingual EU.

7.6.4 Future Directions

There are two principal problems that need to be kept in focus in the language engineer-
ing area. The first is that any CL standard must be validated with real users to determine
if its objectives are met. If some CL aims, say, to improve readability by such and such
an amount, then materials that conform to the standard must be tested to ensure that the
claim is valid. Otherwise, bearing the cost and expense of putting materials into the CL
is not worth the effort. The second problem is to develop automated checkers that help
writers conform to the standard easily and effectively. One cannot expect any checker
to certify that a text conforms completely to some CL. The reason is that some rules of
any CL require human judgments that are beyond the capability of any current natural
language software and may, in fact, never be attainable. What checkers can do is re-
move nearly all of the mechanical errors that writers make in applying a CL standard,
leaving the writer to make the important judgments about the organization and expo-
sition of the information that are so crucial to effective descriptions and procedures.
The role of a checker is to make the grammar, style, and vocabulary usages consistent
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across large amounts of material that is created by large numbers of writers. Checkers
reduce tremendously the need for editing and harmonizing document sections. Over
the next decade, the kinds of CL rules that can be checked automatically will expand.
With current technology, it is possible to check for syntactic correctness. In the com-
ing years, it will also be quite feasible to check a text for conformity with sanctioned
word senses and other semantic constraints. This will increase the cost effectiveness of
providing documents in a CL to levels that can only be guessed at how.
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Chapter 8

Multilinguality

8.1 Overview

Martin Kay
Xerox Palo Alto Research Center, Palo Alto, California, USA

Multilinguality is a characteristic of tasks that involve the use of more than one natural
language. In the modern world, it is a characteristic of a rapidly increasing class of
tasks. This fact is most apparent in an increased need for translations and a conse-
quent interest in alternatives to the traditional ways of producing them. The principal
alternatives that have been proposed include partially or fully automatic translation,
machine aids for translators, and fully or partially automated production of original
parallel texts in several languages. But multilinguality is more than just the preparation
of parallel texts. Before anything nontrivial can be done with a text—before it can be
filed, or sent to the appropriate person, or even responsibly destroyed—the language in
which it is written must be identified. This so called Language 1D problem is therefore
a pressing one, and one on which technology has fruitfully been brought to bear. In
working environments where more than one language is in use, the problem of storing
and retrieving information acquires a multilingual dimension. These problems, as well
as that of processing spoken material in a multilingual environment, will be reviewed
in this chapter.

Where only one language is involved, a great deal of useful processing can be done
on the basis of a model that sees texts essentially as sequences of characters. This is the
view that most word processors embody. Words are recognized as having properties
beyond the characters that make them up for the purposes of detecting and correcting
spelling errors and in information retrieval. However, of the multilingual problems just
identified, the only one that might possibly be treated with a character-oriented model
is that of language identification. The remainder trade in an essential way on equiva-
lences, or near equivalences, among words, sentences, and texts mediated through their
meaning. Language processing of this kind is notoriously difficult and it behooves us
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to start by considering, however cursorily, why this is. We will do this in the context of
translation, though what we say is true for the most part of the other tasks mentioned.

The question of why translation should have been so successful in resisting the most
determined efforts to automate it for close to forty years is complex and sometimes
quite technical. But it is not a mystery. The basic problems have long been known
and, the most important thing that has been learnt about them recently is that they are
more severe and more widespread than was first thought. Perhaps the most important
problem concerns a distinction between meaning and interpretation. Another has to do
with the more classical distinction between meaning and reference.

One example must suffice to give a sense of the problem concerning meaning and
reference. The French sentence OU voulez-vous que je me mette? means, more or less
literally, Where do you want me to put myself? Colloquially translated into English,
however, it would have to be Where do you want me to sit / stand / park / tie up (my
boat) / sign my name, etc. Information must be added which is not in the original to
make the English sound natural. The sentence Where do you want me to put myself?
means what the French means, but we claim a translator would deliberately choose a
rendering that would change the meaning. In this case, it may also be possible to get
the right effect by deleting information, as in Where do you want me? but this also
changes the meaning. What remains invariant under translation is not the meaning,
but the interpretation, that is, the response the text is intended to evoke in a reader.
Interpretation depends on context, in there lies the principal source of the difficulty.

The distinction between meaning and interpretation, to the extent that it was recog-
nized at all, has generally been thought too subtle to be of practical interest. The belief
has been that, in sufficiently restricted or sufficiently technical domains of discourse,
it essentially disappears. However, in the massive speech-to-speech translation project
recently initiated by the German government (Kay, Gawron, et al., 1991), the universe
of discourse is limited to discussions between a pair of individuals on the time and
place of their next meeting. In one of the first simulated dialogues examined, the sen-
tence Geht es bei Ihnen? occurs. There are two interpretations, which can be captured
in English by Is that alright with you? and Can we meet at your place?. The domain of
the discourse is already restricted to an extreme degree and it is clear that nothing but
an analysis of the context will decide the interpretation. Restriction to a technical do-
main can help, but it can also hinder. When | order ice cream, | may be asked if | want
two scoops or three—in French Deux boules ou trois? and, in German, Zwei Kugeln
oder drei?. But boule and Kugel mean ball, not scoop. At first the problem seems
easy to resolve. The words scoop, boule and Kugel are classifiers for ice cream in their
respective languages, just as loaf is classifier for bread in English. But this fails utterly
in a technical document, say a patent application, describing an ice cream scoop, the
very point of which is that it delivers ice cream in different shaped pieces. To handle
these words right in any context, one must understand the relationship of the scoop to
the shape it imposes on the material it is used to manipulate. More importantly, one
must understand from the context when the usual assumptions about this relationship
no longer hold.

The question concerning meaning and reference has to do with a philosophical
problem that is far beyond our present scope, namely the extent to which meaning is
parasitic on reference. To many, it seems unlikely that a baby could learn a language
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in any useful sense without ever establishing an association between the words in it
and objects in the environment. Essentially all computers lack anything that could
reasonably be called a perceptual system—they have never seen, heard, felt, or smelt
anything. Just how much processing of meaning and interpretation is possible for such
a device is open to considerable doubt. Language processing is done, at worst, with
characters and, at best, with meanings. Occasionally, programs have been written that
manipulate toy blocks or the pieces on a chess board, and which talk about these objects
using natural language, but these experiments have been too small to tell us anything
about the importance of a genuine ability to refer to things. This will be taken up again
in section 8.2.

Workers in artificial intelligence and computational linguistics are often at odds
on the extent to which computer programs intended to mimic human performance for
practical reasons need to use human methods. On the one hand, computers have quite
different properties from humans; we usually do not know what methods humans use
in any case; and airplanes do not flap their wings. On the other hand, divining the
intended interpretation of a text requires second-guessing the intentions of its author in
the given context, a task that seems essentially to require a human point of view.

There is an essentially bottom-up quality to the translation problem as usually seen
by those that attempt to automate it. It starts with words, phrases, and sentences and
rarely takes any account of larger structures. This adds greatly to its difficulty both for
people and machines. The point is simply that the translator must attempt to reproduce
the intention of the author, whatever it might be, in the large and in the small. To
the extent that the translator can permit himself any assumptions about these matters,
the problem assumes some top-down properties which make it, to however small an
extent, more tractable. This is why the results reported in the recent ARPA Message
Understanding Conferences (MUC) are so much more encouraging. The aim here was
to extract information about terrorist incidents from newspaper material, ignoring all
else, and attending only to certain facts about the incidents. For the same reason, some
of the early experiments of Roger Shank and his students on translation also seemed
encouraging, because they allowed themselves to make strong assumptions about the
texts they were working with. They allowed themselves assumptions not only about the
overall subject matter, but also about the structure of the texts themselves. For similar
reasons, there is reason to hope for more positive results in multilingual information
retrieval.

Three responses to the problems of context and interpretation suggest themselves.
First, in the long run, there is no alternative to continuing to build more faithful models
of human behavior. The second alternative is to design systems involving both people
and machines, assigning to each those parts of the task to which they are best suited.
The third is to seek ways of modifying the task so that the machine will naturally have
greater control over the context. Section 8.4 explores the second of these alternatives