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Document retrieval is defined as the matching of some stated user query against useful parts of free-text records.
These records could be any type of mainly unstructured text, such as bibliographic records, newspaper articles, or
paragraphs in a manual. User queries could range from multi-sentence full descriptions of an information need to a
few words, and the vast majority of retrieval systems currently in use range from simple Boolean systems through
to systems using statistical or natural language processing. Figure 7.1 illustrates the manner in which documents
are retrieved from various sources.

Several events have recently occurred that are having a major effect on research in this area. First, computer
hardware is more capable of running sophisticated search algorithms against massive amounts of data, with accept-
able response times. Second, Internet access, such as World Wide Web (WWW), brings new search requirements
from untrained users who demand user-friendly, effective text searching systems. These two events have con-
tributed to creating an interest in accelerating research to produce more effective search methodologies, including
more use of natural language processing techniques.

There has been considerable research in the area of document retrieval for more than thirty years (Belkin & Croft, 1987),
dominated by the use of statistical methods to automatically match natural language user queries against records.
For almost as long, there has been interest in using natural language processing to enhance single term matching by
adding phrases (Fagan, 1989), yet to date natural language processing techniques have not significantly improved
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Figure 7.1: The document retrieval process.

performance of document retrieval, although much effort has been expended in various attempts. The motivation
and drive for using natural language processing (NLP) in document retrieval is mostly intuitive; users decide on
the relevance of documents by reading and analyzing them and if we can automate document analysis this should
help in the process of deciding on document relevance.

Some of the research into document retrieval has taken place in the ARPA-sponsored TIPSTER project. One
of the TIPSTER groups, the University of Massachusetts at Amherst, experimented with expansion of their state-
of-the-art INQUERY retrieval system so that it was able to handle the three gigabyte test collection. This included
research in the use of query structures, document structures, and extensive experimentation in the use of phrases
(Broglio, Callan, et al., 1993). These phrases (usually noun phrases) were found using a part-of-speech tagger and
were used either to improve query performance or to expand the query. In general, the use of phrases, as opposed
to single terms, for retrieval did not significantly improve performance, although the use of noun phrases to expand
a query shows much more promise. This group has found phrases to be useful in retrieval for smaller collections,
or for collections in a narrow domain.

A second TIPSTER group using natural language processing techniques was Syracuse University. A new sys-
tem, the DR-LINK system, based on automatically finding conceptual structures for both documents and queries,
was developed using extensive natural language processing techniques such as document structure discovery, dis-
course analysis, subject classification, and complex nominal encapsulation. This very complex system was barely
finished by the end of phase I (Liddy & Myaeng, 1993), but represents the most complex natural language process-
ing system ever developed for document retrieval .

The TIPSTER project has progressed to a second phase that will involve even more collaboration between
NLP researchers and experts. The plan is to develop an architecture that will allow standardized communication
between document retrieval modules (usually statistically based) and natural language processing modules (usually
linguistically based). The architecture will then be used to build several projects that require the use of both
types of techniques. In addition to this theme, the TIPSTER phase II project will investigate more thoroughly
the specific contributions of natural language processing to enhanced retrieval performance. Two different groups,
the University of Massachusetts at Amherst group combined with a natural language group at BBN Inc., and a
group from New York University will perform many experiments that are likely to uncover further evidence of the
usefulness of natural language processing in document retrieval.

The same collection used for testing in the TIPSTER project has been utilized by a much larger worldwide
community of researchers in the series of Text REtrieval Conference (TREC) evaluation tasks. Research groups
representing very diverse approaches to document retrieval have taken part in this annual event and many have
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used NLP resources like lexicons, dictionaries, thesauri, proper name recognizers and databases, etc. One of these
groups, New York University, investigated the gains for using more intensive natural language processing on top
of a traditional statistical retrieval system (Strzalkowski, Carballo, et al., 1995). This group did a complete parse
of the two Gbyte texts to locate content-carrying terms, discover relationships between these terms, and then use
these terms to expand or modify the queries. This entire process is completely automatic, and major effort has
been put into the efficiency of the natural language processing part of the system. A second group using natu-
ral language processing was the group from General Electric Research and Development Center (Jacobs, 1994).
They used natural language processing techniques to extract information from (mostly) the training texts. This
information was then used to create manual filters for the routing task part of TREC. Another group using natural
language processing techniques in TREC was CLARITECH (Evans & Lefferts, 1994). This group used only noun
phrases for retrieval and built dynamic thesauri for query expansion for each topic using noun phrases found in
highly ranked documents. A group from Dublin City University derived tree structures from texts based on syntac-
tic analysis and incorporated syntactic ambiguities into the trees (Smeaton, O’Donnell, et al., 1995). In this case
document retrieval used a tree-matching algorithm to rank documents. Finally, a group from Siemens used the
WordNet lexical database as a basis for query expansion (Voorhees, Gupta, et al., 1995) with mixed results.

The situation in the U.S. as outlined above is very similar to the situation in Europe. The European Com-
mission’s Linguistic Research and Engineering (LRE) sub-programme funds projects like CRISTAL, which is
developing a multilingual interface to a database of French newspaper stories using NLP techniques, and RENOS,
which is doing similar work in the legal domain. The E.U.-funded SIMPR project also used morpho-syntactic anal-
ysis to identify indexing phrases for text. Other European work using NLP is reported in Hess (1992); Ruge (1992);
Schwarz and Thurmair (1986); Chiaramella and Nie (1990) and summarized in Smeaton (1992).

Most researchers in the information retrieval community believe that retrieval effectiveness is easier to im-
prove by means of statistical methods than by NLP-based approaches and this is borne out by results, although
there are exceptions. The fact that only a fraction of information retrieval research is based on extensive natural
language processing techniques indicates that NLP techniques do not dominate the current thrust of information re-
trieval research as does something like the Vector Space Model. Yet NLP resources used in extracting information
from text as described by Paul Jacobs in section 7.3, resources like thesauri, lexicons, dictionaries, proper name
databases, are used regularly in information retrieval research. It seems, therefore, that NLP resources rather than
NLP techniques are having more of an impact on document retrieval effectiveness at present. Part of the reason
for this is that natural language processing techniques are generally not designed to handle large amounts of text
from many different domains. This is reminiscent of the situation with respect to information extraction which
likewise is not currently successful in broad domains. But information retrieval systems do need to work on broad
domains in order to be useful, and the way NLP techniques are being used in information retrieval research is to
attempt to integrate them with the dominant statistically-based approaches, almost piggy-backing them together.
There is, however, an inherent granularity mismatch between the statistical techniques used in information retrieval
and the linguistic techniques used in natural language processing. The statistical techniques attempt to match the
rough statistical approximation of a record to a query. Further refinement of this process using fine-grained natural
language processing techniques often adds only noise to the matching process, or fails because of the vagaries of
language use. The proper integration of these two techniques is very difficult and may be years in coming. What is
needed is the development of NLP techniques specifically for document retrieval and, vice versa, the development
of document retrieval techniques specifically for taking advantage of NLP techniques.

http://www.lt-world.org/HLT_Survey/ltw-chapter7-3.pdf


4 Chapter 7: Document Processing

Future Directions

The recommendations for further research are therefore to continue to pursue this integration but paying more
attention to how to adapt the output of current natural language methods to improving information retrieval tech-
niques. In addition, NLP techniques could be used directly to produce tools for information retrieval, such as
creating knowledge bases or simple thesauri using data mining.
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